
ON MEROMORPHIC OPERATORS, I 

S. R. CARADUS 

1. Introduction. If X is a complex Banach space and B(X) denotes the 
space of bounded linear operators on X, then the class 9JÎ of meromorphic 
operators consists of those T in B(X) such that the non-zero points of <J(T) 
are poles of the resolvent R\(T). If we also require that each non-zero eigen
value of T have finite multiplicity, members of the class 9î C 9JJ so defined 
have been called operators of Riesz type. $1 and $R have been studied in 
(2, 6, 7) and (1,4) respectively. 

In this paper, an asymptotic characterization for SJÎ, somewhat similar to 
that obtained by Ruston (4) for 9î, is devised and the application of the usual 
operational calculus to 2ft is studied. 

2. We shall use % to denote the subclass of 9JJ consisting of those operators T 
whose spectrum consists of a finite number of poles of R\(T). 

THEOREM 1. Let 7\ and T2 belong to % and commute. Then T± + T2 and 7\ T2 

belong to %. 

Proof. Suppose that a(Ti) = {X -̂: j = 1, 2, . . . , nt), i = 1, 2, such that X^ 
is a pole of R\(Tt) of order mtj. Now define ft(\) = IIi(X — \ij)mij. By 
(5, p. 307), we know that /*(7\) = 0. Now consider the function 

/(X) = n*,,(X - X u - X2j)< 

where / = 2 maxitj m^. We shall show that/(T"i + T2) = 0. In fact , / ( r x + T2) 
can be expanded by the binomial theorem into a finite linear combination of 
terms of the form 

(2.1) i = n,(rx - x u )^ .n , (r 2 _ x2i)»i«*-*y, 
where s^ are integers, 0 < skj < /. Suppose that ^jSkj < m\k for some k, 
say & = &0; then skoj < mu0 for all j . Hence 

nit — TsicSjcj > nit — [(ni — 1)/ + mUQ] > £ — mUo > w2j/-

by the definition of t. Thus (2.1) contains a factor fi(Ti) for i = 1 or 2. Hence 
f(Ti + r 2 ) = 0. Now it is well known from the Gelfand theory that, since 
Ti and T2 commute, <r(Ti + T2) is a subset of the vector sum of the o-(7\), so 
that <r(Ti + T2) is a finite set. Suppose that X0 6 er(ri + T2) is an essential 
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singularity of R\(Ti + T2). Then by a known theorem (5, p. 307), if 
f(T\ + T2) = 0, then / ( \ ) is identically zero in some neighbourhood of X0. 
Since this is clearly not the case, we conclude that T\ + T2 € 5-

By a similar argument, we show that 7"i T2 Ç $. In this case, define 

Then by using a binomial expansion and making some rearrangements, we 
find t h a t / ( T i T2) is a finite linear combination of terms of the form 

jYtx» 2 *-z* „•**,•. n ; . x2/***y • i 
so that the previous argument shows t h a t / ( 7 \ T2) = 0. Since 

viTtT*) Ç(7(rx).(7(r2), 
the result follows. 

Remark. The commutativity condition in this theorem is essential, for the 
non-commuting operators defined below are elements of % but neither their 
sum nor their product lies in ^. 

Let X = I1 and write x for the vector with components xh x2, . . . ; define 
A and B by the relations 

Ax = x + (0, Xi, 0, x3, 0, #5, 0, . . .), 

£>£ = —x + (0, 0, x2} 0, x4, 0, #6, • • •)• 

Then it is not difficult to show that a (A) = {1} and 

RX(A) = /(X ~ I ) " 1 + (4 - J ) ( \ - l ) 2 

so that A G g. 
Similarly cr(5) = { —1} and B £ $. Moreover ^45 ^ £^4 since by direct 

calculation ABx and -ZL4# have third components equal to x2 — x3 and 
#i + x2 — x3 respectively. 

The operator A + B is studied in (5, p. 266) where it is shown that a (A + B) 
is the unit disk. Finally, it is possible to calculate the matrix which represents 
R\(AB). If this matrix has elements r^-(X), then 

rtjQO : I0' 
(i + x)-1 

[(_l)*-m 
(l + x)--* \c,-y 

if j > i, 
if j = i, 
if j < i, 

Cij 0 i f j = 1, 2, 
Cij = Ci ,3-1 = i(j - 2 ) if i, j are ; even, 

= Hi - 3 ) if *", i are Î odd. 

/here 

By a well-known formula (V^(X)) represents a bounded linear operator in Z1 

if and only if sup* Xw \rijM\ is finite. This is equivalent to requiring the 
absolute convergence of the series 

1 , 1 , X , X , X2 , 
+ 7TT-TT2 + 77^-TT3 + ,, ' N4 + i + x ' (i + xr (i + xr ' (i + x)4 ' (i + x)3 
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But this series is absolutely convergent if and only if |X| < |1 + X|2. Hence 
a (A) cannot be a finite set. 

THEOREM 2. If T G g and T~l exists in B(X), then T~l G g. 

Proof. By the spectral mapping theorem, a(T~l) = {X: X-1 G &(T)} so that 
<r(T~~l) is a finite set. If X0

_1 G v(T~l), we can write a Laurent expansion for 
R\(T~l) in the neighbourhood of X0

-1 and a similar expression for R\(T) in 
the neighbourhood of X0. Let An and Bn be the coefficients of (X — Xo_1)_ri and 
(X — Xo)~w in the respective expansions. If we write iV(X0; T) for a disk of 
centre X0 such that a(T) C\ iV(X0; T) = }X0} and define /W(X) as equal to 
(X — Ao)71-1 for X 6 iV(X0; T) and equal to zero elsewhere, gw(X) equal to 
(X — Xo_1)w_1 for X G ^(Xo -1, r _ 1 ) and equal to zero elsewhere, then it is 
well known (5, p. 305) that An = gniT'1) and Bn = fn(T). If h(\) = 1/X, 
then yln = gn[h(T)]. By (5, p. 303), we can therefore write An = (gn o h)(T). 

Now 

(& o &)(X) = (-1)W-HX - Xo)w-1(XXo)-(w-1) for X G iV(X0; T), 
= 0 elsewhere. 

Defining Gn(X) = ( — XX0)~
(W_1), we get that gn o h = Gn/W. Thus 

^ = (g»o*) ( r ) = (G„/„)(r) = Gn(T)fn(T) = ( - X 0 r ) - ^ ) ^ . 

Hence 4̂W = 0 for w sufficiently large. In fact, the order of X0 as a pole of R\(T) 
is equal to the order of X0

-1 as a pole of R^T"1). 

3. Characterization of 2tt. If A, B G J5(Z) and AB = BA = 0, we shall 
write Al_B. Define 

\(A) =ini{\\A - V\\: F Ç g0} 

where go = { V G g: 4 - V± V}. Clearly \ ( 4 ) is well defined since 0 G g0. 

THEOREM 3. 2ft = {T G 5 ( X ) : [X(7^)]1/w -> 0}. 

Proo/. Let T G 9ft and take e > 0. Define a = {X: |X| > e; X G <x(r)}. Then 
by the definition of 2ft, c is a spectral set. Let the associated spectral projection 
Eff have range Ra and null space iVff. Define T€ = TE^ and 5€ = T(I — E^). 
Then we show that (i) Te G g and (ii) cr(S«) Ç {X: |X| < e}. 

(i) Since Ea is continuous, Ra is closed and hence may be considered as a 
Banach space. Let T\ be defined in B (Rff) by T\ x = Tx for x G i^ff. Since P , 
and Na completely reduce T, we can write for x G X, x = Xi + x2, Xi G P*, 
x2 G iVa. Consider 

(X - Te)
kx = (X - PE,)* (xi + x2) = (X - Ti)* xx + X* x2. 

Then, for X ̂  0, 

p[(x - re)*] = R[(\ - ro*] e ivff = [P[(x - r)*] n p,] e N„ 
K6ml) iv[(x - rt)*] = N[(\ - ro*] = iv[(x - r)*] n P„ 
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where for any operator S, R(S) and N(S) denote the range and null space 
respectively. I t is well known tha t <r(Ti) = a. Suppose tha t X ^ 0 and X G a. 
Then R(\ - T<) = Ra © N, = X and N(X - Tt) = {0}. T h u s X G p(Tt), 
which means tha t <r(Tt) C ^ U j O ) . T h u s v(Te) is a finite set. 

W e next show tha t Tt G 2W. By (5, pp . 273, 310), it suffices to show tha t 
if X 7e- 0, a(X — T€) = d(X — Te) < °° and, if p\ is their common value, tha t 
the range of (X — Te)

Px is closed. B u t these facts follow from (3.1), (5, p. 306), 
and the assumption t ha t T G 93?. (For definitions of a, 8, a, and p, see (5).) 

Finally we must show tha t if X = 0 belongs to a(T€), then it is a pole of 
Rx(Tt). Now 

Tkx = (TEa)
k(xi + x2) 

= Tk xi if k > 0 

= Ti*xi. 

Now X = 0 lies in p{Tx) so tha t N(Tx
k) = {0} and R(Ti*) = Rff. Hence 

N(Tk) = Na and R(Tk) = Ra for each k > 0 so t ha t a(Te) = 3 (7 \ ) = 1. 
Also R(Te) = Ra, which is closed, and it is known (5, pp. 273, 310) tha t , 
since X = 0 is isolated in <r(Te), we can conclude t ha t T€ G $. 

(ii) Let af = <r(T) — a and define I v , R<r>, Na' as in (i) above, replacing 
cr by <jr in each definition. Then Se = TRa> and, exactly as in (i), 

<r(Se) Qa' U {0}. 

We now proceed to a proof of the theorem. We know tha t the spectral radius 
of S€ is no greater than e so tha t limw ||S€

W||1/W < e. B u t it is clear tha t T€±S€ 

so t h a t Tn = (Se + Te)
n = Se

n + T*. Hence limtt \\Tn - T»\\1/n < e. By 
Theorem 1, since Te G 5 , ï \ n G %. Moreover Tn - Te

n±T€
n so tha t 

x(7vo < ||rra - re
n|| 

and hence limn IMP 1 ) ] 1 ' " < e. 
Conversely, let [X(P*)]1/B-> 0 and take e > 0. Then for some N(e), 

\(Tn) < en whenever n > N(e). Fix q > N(e). Then there exists V G % such 
t ha t T< - Vl_V and | |T ? - 7 | | < e*. Wri te U = T« - V. Then 

tr(U) Q {X: |X| < e«}. 

Now C/_L F and it is a simple mat te r to verify from the identi ty 

(3.2) (X - U)(X- V) = X[X - (U+ V)] 

t ha t 

(3.3) a(U) U c r ( F ) = cr(r«) U { 0 } . 

Since <r(V) is finite, o ^ P ) has a t most finitely many points outside 
{X: |X| = eff}. Each such point is a pole of R\(TQ), for since from (3.3) 

P(TQ) - {0} = p(U) H p ( F ) , then if X G p(T9), we can obtain from (3.2) t ha t 

Rx(u)Rx(v) = x -^ x ( ro if x * o. 
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Now outside {X: |X| = eff}, R\(U) is holomorphic and R\(V) is meromorphic 
so that R\(TQ) is meromorphic outside this circle. Moreover, since 

xc - TQ = (x - D ^ - T + . . . + r*-1), 
we obtain 2?x(r) = Rw(T«)(XQ-1 + \*" 2 r + . . . + T^1) so that RX(T) is 
meromorphic outside the circle {X: |X| = e]. Since e is arbitrary, it follows 
that T £ SK. 

4. Perturbation theory in $)?. The nature of the spectrum of a mero
morphic operator restricts the possibilities for additive perturbation. For even 
the addition of el produces an operator with a non-zero point of accumulation 
in its spectrum. The subclass SR of Riesz operators has much more satisfactory 
properties in this respect; indeed $R acts as a "stable kernel" for 2JÏ. 

Results obtained in (1) include the following: 
(i) if Tx, T2 e 91 and Tx T2 = T2 Tu then 7\ + T2, Tx T2 G 9Î. 

(ii) if T e 8Î and 5 € 5 ( X ) , then r S Ç $R if TS = 5 7 . 
(iii) if {rw} is a sequence in $R with uniform limit S, TnS = STn for w 

sufficiently large implies that 5 G 9Î. 
It has been seen that g displays the first of these properties. The second 
clearly fails, however; for 7 G g and commutes with any T 6 B(X). If in ll we 
define a sequence of operators Tn with matrix representations 

(*</»>) = d i a g ( l , i . . . , l / « f 0, 0, . . . ) 

which converge to and commute with operator T with matrix representation 
diag (1, | , i , . . .), then we see that (iii) is untrue for g, since T (? g. However, 
we can obtain the following perturbation theorem. 

THEOREM 4. Suppose T £ 9JJ and Fo G g. Let V0 commute with T and also 
have the property: if V 6 g and V commutes with Tn for all n, then V commutes 
with Von. Then TVo is meromorphic. 

Proof. Let ®i = {V e g; (TV0)
n - V±V}, 

©2 = {Ve ©i; V = UV0
n for some U 6 5}, 

©3 = {t/G S; W e ©x}, 
© 4 = {ue g; ^ w - ^-L^î-

Clearly ©i 3 ©2. We shall prove that ©3 2 ©4. Let Î7 6 ©4. Then C / Ç g 
and r*J7 = UTn = U2. Hence, by assumption, V0

nU = UV0
n. Moreover, 

TnU- V0
2n = f/rwFo2w = U2V0

2n can be written 

rwFowC/Fow = UV0
nTnVon = (C/Fow)2 

so that TWIV - C/Fow± t/F0
w. Also since U and TV commute, UV0

n € g by 
Theorem 1. Hence U G ©3. 

Now infF€@1 | | (7T0)n - F||1/w < infF€@2 | | ( r7 0 ) w - 7 | | ^ 

< in f^s , \\(TVo)n - UVon\\1/n < IIFoil inf^©, ||r> - Z7||^ 
< H W n f ^ J i r » - u\\i/n. 
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By Theorem 3, the last quantity converges to zero. Hence so does the first 
and the same theorem gives the required result. 

5. Functions of a meromorphic operator. 

THEOREM 5. Let T be meromorphic with the non-zero points of its spectrum 
denoted by {Xw}. LetfÇk) be analytic on some open set D which contains a(T) and 
let / (0) = 0. Then f(T), defined by the usual operational calculus, is mero
morphic. 

Moreover, let En denote the spectral projection associated with T and the single 
point \n. For any non-zero point ju0 in a[f(T)], define S(MO) = {t: f(\t) = Mo}. 
Then the spectral projection associated with f(T) and no is given by 

Proof. First, we show that /x0 is isolated in <r[f(T)]. Suppose it is not; then 
using the spectral mapping theorem, we can conclude that {\n} contains a 
subsequence {XnK} such tha t / (X^) —•> MO- But {\n} is a null sequence so that, 
by the continuity of / , f(\nK) —»/(0) = 0. Hence MO = 0, contrary to 
assumption. 

We now show that MO is a pole of i?M[/(r)]. Suppose ^ is fixed in p(f(T)). 
There exists an open set U such that <r(f(T)) ÇZ JJ Clf(D) and such that /* 
lies in the complement of U. Write V = f~l(U) so that <r(T) C V C D, and 
for X € Vjf(\) 7^ /x. It is known (5) that we can always find a Cauchy domain 
S inside D such that a(T) Q S Q S Q V. Write C for the positively oriented 
boundary of 5. Then we can write 

RAf(T)] = ̂ -;fc[n -/(x)]-1i?x(r)^x. 

We now use the Mittag-LefHer type expansion of R\(T) as given in (7, pp. 
428-9). In fact 

CO OO 

MT) = £ [sn(\) - pn
iVn\\)\ + £ x"" Qn 

n=l w=0 

for each X Ç p(T), where 

Qn 

S»(\) = Z (X - \nrk(T - A.)*-1^, 
k=l 

Pn'V\\)=Jl\-kTk-1En, 

and qn is the order of \n as a pole of R\(T). 
The starting point of the theory in the last-mentioned paper is a proof of 

the fact that positive integers pn and operators Qn in B (X) can be chosen such 
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that the representation of R\(T) is uniformly convergent on compact subsets 
of p(T). Thus we can use the representation to write 

RAf(T)\ = £ [^ifcW-fWr'lSnix) - p,(*°(x)]dx] 

Thus Rftlf^T)] is the sum of operators with scalar coefficients of the form 

h,, = ^-.fcb- /(x)]"1 (A - x.)-*dx, 

h = ^-.<fcl»-fWT1\-kd\. 

In fact 

co J ffn Vn ~ | oo 

RAf(T)] = Z Z in AT - x,)*-1^ - I J » r*-1^. + E /, ft. 
n=l L k=l *=1 J «=0 

By construction, [n — / (A)] - 1 is analytic inside and on C. Hence we can write 

jk-l 
1 ) d' r ,„M-1 

J-*= T*^î)i l*?^ ^ _ / < x ) r Jx=x„ 
1 id"-' r ,„, ,_! 

7* = - ( ï 3T) ! \dX ï = l [ M - / ( X ) r Jx-o' 
To evaluate these expressions, we shall adopt the following notation: 
$> = jit — /(X), 0 = $~1, -0 = d/dX. Then since $ 0 = 1, we can use Leibniz's 
rule to get 

§ (:) D
s <$>Dn~s 0 = -0£>n$, n = 1, 2, . . . , fe. 

We may consider the above as a system of w linear equations in the unknowns 
DO, D2G, . . . , DnB. Using Cramer's rule, we get DkS equal to: 

-GD$ 0 0 0 • • • 0 0 $ 

*-* 

-0P2$ o o o ••• o $ 17P$ ©-

https://doi.org/10.4153/CJM-1967-066-5 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1967-066-5


730 S. R. CARADUS 

If we use this relation to evaluate In>k (to evaluate Ik) we find that it is analytic 
except for a pole of order not greater than k at n = /(X«) (at n = 0). Using 
this information together with the expansion of Rfi[f(T)]1 we see that the latter 
has a pole at each non-zero /(X*). By the spectral mapping theorem, this gives 
the result. 

We now turn our attention to the statement about the spectral projections. 
First we must show that S (no) is a finite set. If S (no) were infinite, then 
{\s: s G S(MO)} would be an infinite set and hence have X = 0 as its only point 
of accumulation. By the continuity of/, this would mean that {f(Xs) : 5 G S (no)} 
would have the same property. But {f(\s): s Ç S(MO)} = {no}-

Now suppose that gM(X) is defined as equal to 1 when X £ N(n)f(T)) and 
zero elsewhere. (Recall the definition of N(n;f(T)) from the proof of Theorem 
2.) Then g^(f(T)) defines £0 , the spectral projection associated with no and 
f{T). By (5, p. 303), £ 0 = (gM of)(T). 

Now 
N(\t; T), 

= 0 elsewhere, 
i.e. 

( & o O / ) ( X ) = Z * € S ( M O ) / A * ( X ) 

where f\t(\) is defined as equal to 1 when X 6 N(\t; T) and zero elsewhere. 
Hence 

E>o = Z^€SOxo)/x«(^) = SzesGuo) ^ z -

Remarks. 1. It is obvious that the omission of the condition/(0) = 0 makes 
the theorem untrue. For consider /(X) = 1 + X. Then f(T) = 7 + T and if 
a(T) has a point of accumulation at X = 0, <r(f(T)) will have a point of 
accumulation at X = 1. However, the condition was used only to establish 
that a(f(T)) had no non-zero points of accumulation. For a given T, a weaker 
condition on / may suffice. 

2. An examination of the proof shows that if g0 is the order of no as a pole 
of R?\f(T)], then q0 < max {qt: t Ç S(no)}-

3. Let 31 be any collection of operators in B(X). We shall say that 3t is 
f-invariant if, given T G 3Ï and / analytic on some open set containing <r(T) 
w i t h / ( 0 ) = 0, then f(T) 6 21 

COROLLARY 1. 9JÎ, 9Î, §, awJ &̂e c/a55 6 0/ compact operators in B(X) are 
j-invariant. 

Proof. The assertion regarding 9JÎ is part of Theorem 6; the proof of that 
concerning 9i is given in (1). Suppose that T G g; then /(7") lies in 2ft and 
has finite spectrum. We need only show that if 0 G <r[f(T)], then X = 0 is a 
pole of R\[f(T)]. Since T G JÇ, we can write 

Rx(T) = Z 5„(X) + <KX) 
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where <J{T) consists of t poles of R\(T) and 0(X) is an entire function. If we 
now examine the proof of the theorem, we can conclude that all the points of 
<j[f(T)] are poles of Rx\f(T)]. 

Finally, suppose that T G 6. Now for/(0) = 0, we can find s > 1 such that 
/(X) = Xsg (X) with g(0) T̂  0 and g(X) analytic wherever /(X) is analytic. 
Hence f(T) = Tsg(T) and since T G 6 and 6 is an ideal, / ( r ) G 6. This 
same argument would also be valid to prove the /-invariance of 9Î. 

THEOREM 6. Let T be meromorphic and %o(T) be the collection of functions 
/(X) which are locally analytic in some open set containing <r(T) and have a zero 
at X = 0. Then, if we write A0 for the Banach algebra generated by 
{f(T):ff MT)},A0 Ç2R. 

Proof. Let 4>: A0 —» C(X0) be the Gelfand representation of A0 where X0 is 
the space of maximal ideals of A0 with the usual weak topology. Since I G AQj 

Xo is compact. For P f i 0 , write P for <t>(P). Then we can identify X0 with 
a(T), for the map ^: X0-^a(T) defined by \p{%) = T(x) is a continuous 
surjection. Moreover, if T(x\) = T(xz), then f[T(xi)] = f[T(x2)] for all 

/ G 3Io(r). But it is well known t h a t / o f = f(T) so t h a t / ( r ) (xx) = f(T)(x2) 
for a l l / 6 Slo(r). Since the set {f(T):f G ïïo(T)} is dense in ^40, S(*i) = $(*2) 
for each 5 Ç i 0 . But it is known that {S: S £ A0} separates the points of Xo. 
Hence Xi = x2. This permits us to conclude that \p is a homeomorphism and 
to identify Xo with a(T). 

Suppose that S G Ao and that a(S) has a point of accumulation /z0. Then 
there exists a sequence {JUW}, \in distinct, juw G o"(5), such that \xn —•> /xo. Since 
o-(5) is the range of 5 and we are identifying Xo with c ( r ) , there must be 
distinct \n in <r(T) such that 5(Xn) = \xn. But since T Ç 9JÎ, Xn —> 0, so that 
»§(Xn) —-> 0 and hence /A0 = 0. Thus a (5) has no non-zero points of accumulation. 
Moreover, 

o{S) = {n: ft = S(x) for some x G Xo} 

= {jit: jit = limn^œfn(T)(x) for some x Ç l ) 

= {p: fj, = limn_*œ/n[f (x)] for some x e X} 

= {/A: M = limn^00/n(X) for some X G o-(r)}. 

(A discussion of the Gelfand theory used above can be found in (3).) We 
now wish to show that if Xk G <r(T), fn € §l0(T), / w ( r ) —> 5, and 

/** = limw^œ/w(Xfc) 

such that MA: ̂  0, then nn is a pole of R\(S). We already know that fxk is isolated 
in a (S). Let C be the boundary of a small circle such that C lies in p (5), MA lies 
inside C, and the remaining points of a(S) lie outside C. Moreover, let us 
arrange that X = 0 does not lie on C. For each n, no more than a finite number 
of elements of <r\fn(T)] lie on C, for if an infinite number of elements of <r[fn(T)] 
were on C, they would have limit point on C, since C is compact. But fn(T) 
is meromorphic. 
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Let M = supxec ||i?x(5)|| and suppose Cn is a contour formed by indenting 
C to avoid a (S) Uu[f M ( r ) ] . I t is obviously always possible to do this in such 
a way that, for every preassigned b > 0, Cn is the boundary of a Cauchy 
domain and such that if Mn = supxec* H x̂CSOU, then \Mn — M\ < b, for 
R\{S) is continuous on C. 

Now we can write 

J-- fcn[Rx(fn(T)) - R*(S)]d\ = E(an;fn(T)) - £ f e , S) 

where an is the spectral set obtained for fn(T) by taking those elements of 
a[fn(T)] which lie within Cn, and E(an] fn(T)), E(fj,k; S) are the spectral 
projections associated with an, fn(T) and {M*}, S, respectively. There exists 
N(b) > 0 such that | | / n (D - S\\ <1/(M + b) whenever n > N(b). Thus for 
n > N(b), \\fn(T) - 5| | < 1/Mn so that 

\\fn(T) - S\\ \\Rx(S)\\ < 1 îorn > N(6) and X G Cn. 

Thus, for n > N(b) and X £ Cn, the series 
co 

is convergent, with sum K(\), which we compute by multiplying the above 
series by / — [fn(T) — S]R\(S). I t is a simple matter to verify that the 
product is RX(S) and that / - [fn(T) - S]R*(S) = R\(S)[\ - fn(T)]. Hence 
K(\)RX(S)[\ -fn(T)] = RX(S) and since X 6 p[fn(T)] Pi p(S), we can deduce 
that K(\) = R\[fn(T)]. Thus we can write 

R,[fn(T)] - R,(S) = £ Un(T) - Sf[Rx(S)f JnK-L J — Oj l^XWJ 
k=l 

Moreover, since \\fn(T) — 5| | ||i^x(5)|| < 1, the series is uniformly convergent 
on Cni and termwise integration around Cn is valid. We observe, however, that 
for any integer t > 1, 

[R*(S)Y = Y ~ ^ {[Rx(S)]'-1} (see (5, p. 257)) 

so that for t > 1, 
fCn[Rx(S)Yd\=0. 

Thus 
fCn{Rx[fn(T)] - Rx(S)}dX = 0 

whenever n > N(ô). But this implies that E(/xk; S) = E(a„; f„(T)) for 
n > iV(5). Now since f„(T) Ç SDÎ, <rre consists of a finite number of points, say 
/K(Xiw) , /.(X*w) /»(X«„W). Hence 

E(an-jn(T)) = £ £(/n(x* (K));ACr)) 

&=1 L5fATAW J 
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where Nk
(n) = {s: fn(\s) = /n(Xfc

(w))}, and making use of Theorem 5 

= E E* 
s£Nn 

where Nn = {S: fn(\s) lies inside Cn). Hence, for n > N(8), Nn must be a 
fixed set of integers. Denote this fixed set by N. Define kn to be the greatest 
order of the poles which R\(T) has at the points {\s: s £ Nn}. Since Nn is a 
finite set, kn < <». Moreover, for n > N(8), kn is a finite constant, say K. 

Now for 5 6 Nn, 

(5.1) [fn(\s) - fn(T)f»+i Es = 0 

Consider 5 fixed in Nn. Then }/n(Xs)}, n = N(8), N(8) + 1, . . . , is a sequence 
within C. Now we have seen earlier that all such sequences converge to ele
ments of a(S). In this case, obviously, /W(XS) —•> ̂  as n —•> oo . Thus, from (5.1), 
taking the limit as w —» °o, we get 

[M* - 5]fc+1 E s = 0 for each * 6 iV. 

Therefore 

U - S l ^ E t a ; 5) = [M, - 5]*+! E . ^ £ . = 0. 

Hence R\(S) has a pole at nk so that we can conclude that S 6 9K. 

6. Meromorphic indices. In the proof of Theorem 5, mention was made 
of a sequence {£„} of positive integers. We now suppose that it is possible to 
choose pn = p for all n. Following Derr and Taylor (2), we say that T has 
absolute index p if 

É I I 5 . ( X ) - P . W ( X ) | | 

converges uniformly outside any circle {|\| = 8: \\k\ < 8 for k > m\. Up is 
the least integer for which this is true, then p is the minimal absolute index. 
The same condition on 

CO 

E [Suit) - PnlV\\)\ 
n=m 

define uniform index and minimal uniform index relative to the enumeration 
{\n} of the non-zero elements of <r(T). 

THEOREM 7. Let T be meromorphic and f G 2Io(2"). Let /(X) have a zero of 
order s at X = 0. Then if T has minimal absolute index p, f(T) has minimal 
absolute index not exceeding p/s. 

Proof. Let En be defined as in Theorems 5 and 6. Now it is shown in (2) that 
T has minimal absolute index p if and only if 

oo 

7 1 = 1 
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converges when q = p but diverges when q = p — 1. Define 

gM = /(x)/xs, x ̂  o, 
g(0) = l im x ^/ ( \ ) /X 5 . 

Then/(X) = Xsg(X) for all X in the domain of definition of / and g(X) is 
analytic wherever/(X) is analytic. If {M«) is an enumeration of the non-zero 
elements of <r[f(T)], then 

E!|[/(r)r'£(Mn;/(r))!|=E k(r)]'r" E E, 
seS(/Jin) 

<\\[g(T)}i\\j:\\TisE!c\\ 

where E(fjin]f(T)) is defined in Theorem 6 and S ( M J in Theorem 5, and the 
last step is justified since rearrangements are permissible in an absolutely 
convergent series. The assertion of the theorem follows. 

THEOREM 8. Let T be meromorphic, let f 6 $to(T), and let f have a zero of 
order s at X = 0. Let the non-zero elements of a(T) be given an enumeration {Xk} 
in such a way that f(\h) = Ms or zero for ns < k < ns+± where {ns} is some 
strictly increasing sequence of positive integers with n\ = 1 and {IMS\ is some 
enumeration of the non-zero elements of <r[f(T)]. Suppose T has minimal uniform 
index p relative to \\k) and that q is the least integer greater than or equal to p/s. 
Then f(T) has minimal uniform index m < q relative to {fj,s}. 

If, in addition, the convergence of 

i=l \fc€S(txi) / 

implies that of 

E TjEk 

i.e. that the removal of parentheses does not affect convergence, then m = q. 

Proof. We observe first that the non-zero elements of <r(T) can always be 
enumerated in such a manner as the theorem assumes. For only a finite number 
of elements of a(T) can be zeros of/; otherwise/ would be identically zero in 
some neighbourhood of the origin, contrary to assumption. A/loreover, if an 
infinite number of elements of <r(T) are mapped b y / onto a single element of 
<r\f(T)], then since T 6 $Jl, the continuity of / would imply that such an 
element must be zero. 

As shown in (2), 
CO 

E T'Ek 
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converges if and only if j > p. Thus XV TvEk converges where Y*n indicates 
summation over only those k such that/(XA;) ^ 0. By the construction of the 
enumeration, 

oo 

5 = 1 

Define g(X) as in Theorem 7. Then 

È te(r)rr+'£(Ms;/(r)) 

is convergent for any non-negative integer r. Choose r — qs — p. Since 
p/s < g, r is non-negative. Thus 

oo 

£ feCO]' T"E{n.;f{T)) 
converges, i.e. 

è[/(r)f£(, j ;/(D) 
s=l 

is convergent so that m < g. 
Finally, define 5 = {X: X 6 o*(r); #(M ^ 0} ; then 5 is a spectral set, for 

<r(J) - S Ç {X: X G o-(r); /(X) = 0} so that a(T) - S consists of a finite 
number of non-zero points of a(T). Let E be the spectral projection associated 
with S and T. Then the range of E, being closed, can be considered as a Banach 
space, which we shall denote by F. Define 7\ in 5 ( F ) by Txx = Tx for 
x 6 F. T h e n / ( r i ) and g(Ti) are well defined. We prove that (a) g(7\) has a 
bounded inverse in B(Y) and (b) for any function h(\) which is analytic on 
an open set containing <r(T), then h(T)En = h(Ti)En whenever \n Ç S. The 
first of these assertions can be deduced from (5, p. 290), since <r(Ti) = S and 
g(X) is non-zero on S. To prove (b), we show as a preliminary step that 
R^(Ti)En = R\(T)En for X £ p{T) and \n £ 5. Suppose that 

a(T) - S = {\s: s£ K} 

where K is a finite set. In particular, if \n £ S, n £ K. Hence E = I — ^seic Es 

so that if x Ç N(E), then ^s^KEsx = x. Hence En(^seK Es x) = En x and 
thus Ewx = 0. Thus N(E) C # (£„ ) . Since 

X = £ ( £ ) 0 N(E) = R(En) 0 N(En), 

it is easy to deduce that R(E) 2 #(£«), so that (X - Tx)En = (X - r ) £ n . 
For X £ P(T), since p ( r ) Ç p( r i ) , RxiTJEn = Rx(T)En. If C is the boundary 
of a suitable Cauchy domain which contains <r(r), we can write 

MDE» = -^-.fch(\)Rx(T)End\ 
2-wl 

= 1~fcH\)Rx(T1)End\ = Acros». 
Z7T2 
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Suppose now that 
CO 

is convergent. This series can be written as 

Ê te(Ti)Y TA E E) 

since {\k: k 6 S 0 0 } Q S for each n. 
Because g(T\) has a bounded inverse, we can deduce the convergence of 

Ê TA E E) , i.e. of Ë Tis( E E) . 

By assumption, this implies the convergence of 

CO 

E T»Et. 

Hence js > p so that m > g. 
This concludes the proof. 

Remark. The above theorem generalizes (2, Theorem 12). 
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