
ON THE POTENTIAL THEORY OF 
COCLOSED HARMONIC FORMS 

G. F. D. DUFF 

1. Introduction. The potential theory of real harmonic tensors, which 
was first studied by Hodge (5), offers a variety of problems by no means all 
of which have yet been examined. In the present paper there are formulated 
the solutions of some boundary value problems for the Poisson equations 
associated with coclosed harmonic forms. These problems include as special 
cases a number of previous results on coclosed harmonic forms and harmonic 
fields. In turn, however, they are themselves special cases of the mixed 
boundary value problem for harmonic forms which was studied in a preceding 
paper (3). The method used with these boundary value theorems for coclosed 
harmonic forms is also applied to the differential equations of harmonic fields 
and of a new special class of harmonic forms which will be called biharmonic 
fields. 

The notations and results of the theory of harmonic ^-tensors as developed 
in (4) or (8) will be assumed known to the reader. The theory of the mixed 
boundary value problem for A</> = 0 (3) will also be used. We consider through
out a finite positive definite Rumannian manifold M of class C°°, and dimension 
N having a smooth boundary B of dimension N — 1. The data of the various 
problems will also be supposed sufficiently differentiable. 

2. The mixed problem for Poisson's equation. Since we shall need to 
apply the mixed problem to non-homogeneous equations, we formulate here 
the necessary and sufficient condition for the existence of a solution of the 
mixed problems in such cases. We recall that A = dô + bd. 

LEMMA 1. There exists a solution <j> of A$ = p, in M, with given values of 
t<j> and tb<t> on B, if and only if 

(2.1) (P,T)M- f54>A*r = 0 

for every eigenform r of the eigenspace K — {r | dr = 0, ÔT = 0, tr = 0}. 

Proof. The necessary and sufficient condition (9) 

(2.2) (p, T) = 0 , dr = 0, ÔT = 0, tr = 0, m = 0, 

for the solvability of A</> = p without any boundary conditions is satisfied in 
view of (2.1). Therefore a form <£i with Laplacian A$i = p in M exists. We 
now seek a harmonic form \f/ which satisfies the two boundary conditions 

tx// = t(j> — /</>i, td\f/ = t8<f) — tb(j>\. 
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By the theorem (3), such a form yp exists if and only if for all r £ K we 
have 

(2.3) J tô(<t> - 4>i) A *r = 0. 

But since tr = 0, we see from Green's formula that 

J tb<$>l A *T = I 501 A *T — T A *^0, 
B *J B 

= - D ^ r ) + (r,A*i) = (r,p), 

and (2.3) is therefore equivalent to (2.1). This proves the lemma. 
By adding if necessary elements of the eigenspace K to the solution <f> of 

the mixed boundary value problem we can arrange that (</>, r) = 0, r Ç K. 
The solution is then unique. For convenience this will be done in the following 
work. We also recall that the dimension of K is the relative Betti number 
RP(M, B) of M modulo its boundary 5 , and that this is equal to the absolute 
Betti number Rq{M) of the complementary dimension q = N — p. 

Let gK(x, y) be the Green's form of degree p for the mixed problem, as 
defined in (3). Then the solution of the above Poisson equation is given by 

(2.4) (gKl p) - J t<t> A *dgK - I td(j> A *gx. 
•J B «/ B 

In the boundary value problem dual to the above, we assign values of 
n(j> and nd<j>. The condition of solvability for A0 = p is in this case 

(2.5) (p, T)M + j r A *d<j> = 0 

for all r satisfying dr = 0, or = 0, nr = 0. These eigenforms r span the eigen
space M of dimension RV(M). 

3. A Dirichlet problem for coclosed harmonic forms. The differential 
equations satisfied by coclosed harmonic forms are bd<f> = 0 and b<j> = 0. 
It was shown in (3) and (4) that there exist solutions of these equations with 
assigned values of t<j). We now study the slightly more general problem with 
non-homogeneous differential equations. 

THEOREM I. Let p = pp and a = ap-i be given coderived forms defined in M 
and let 6 = 6P be a p-form defined on B. Then there exists a unique solution <j> 
of the equations 
(3.1) 8d(j) = p , ô(j> = <7, 

satisfying the boundary condition 

(3.2) t<l> = 6 

and the orthogonality condition (0, r) = 0, r € K. 

The uniqueness follows immediately since the difference </> = 0i— 02 of 
of two solutions satisfies A<£ = 0, t<t> = 0, tôcf) = 0 and (<£, r) = 0, r Ç K; 
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and so is zero from the theory of the mixed boundary value problem for 
harmonic forms. 

Proof. We now formulate the appropr ia te mixed boundary value problem 

(3.3) Acj) = p + da, t<t> = 6, td<j> = ta, 

with ($, T) = 0 for r Ç K. We first show t h a t a solution of this problem exists. 
T h e orthogonali ty condition of Lemma 1 is, for r Ç K, the vanishing of 

(p + da, r) - I a A *r 
«/# 

= (p> Oiif + (cr, dr)M + I o- A *r ~ I (7 A *r = (p, r ) M . 
«/ B *) B 

Since p is coderived, p = ôw say, we find 

(p, r ) = (Ô7T, r ) = (TT, dr) — r A *?r = 0, 
J B 

since J r = 0, tr = 0. T h u s the condition holds and a unique solution <j> 
exists. 

Now let \p = ^ _ i be defined as 

(3.4) ^ = b<j> - a . 
Then from (3.3), 

t\p = /5<£ - /o- = 0, 

while, since a is coderived, cr = <5£ say, we have ^ = <5(<£ — £) and hence 
<5iA = 0. Also, 
(3.5) dip = d8(f) — da = p — ôdcj), 

from the differential equat ion in (3.3). T h u s 

ddx// = Ôp = 0 
so t h a t 

NW) = (*, bd^)M + f rP A * t y = 0, 

since /^ is zero. Hence dip = 0 in ikf. This shows t h a t the first of (3.1) is satisfied 
by </>. Finally, 

W ) = W, H$ - £))* = W, * ~ f) ~ f * A *(</> - £) = 0 

since d\p = 0 and /^ = 0. Therefore ^ = 0 in ikf and (3.4) shows t h a t the 
second equat ion of (3.1) holds also. This concludes the proof of Theorem I. 

We next consider the conditions which mus t be satisfied by the d a t a of the 
problem if <f> is to have further special properties. Obviously <£ is coclosed if a 
is zero. W e m a y however ask: when is <j> coderived, closed, or derived? T o 
answer the first of these questions we require the following: 

L E M M A 2. If a coclosed form a on M is orthogonal to the eigenspace K, then a 
is coderived. 
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The proof is based on the bilinear formula for closed forms on a closed 
manifold (6, p. 85). Let F be the double of our finite manifold M (4). Then, 
if a = av is coclosed and $ = $v is closed on F, we may write the bilinear 
formula 

Rp(F) 

(3.6) (a, p)F = £ e% « V . 
i, ;=1 

Here the matrix ê is the transposed inverse of the intersection matrix dP of 
the ^-cycles of a fundamental base of F with the g-cycles of a complementary 
fundamental base; the co* are the periods of *a on the g-cycles; the vi are the 
periods of ($ on the ^-cycles; and 

q = N - £. 

We may suppose that the cycles of the two fundamental bases have been 
chosen as follows. The g-cycles consist of Rq(M) independent absolute g-cycles 
of M, forming a fundamental base for ikf, together with certain additional 
cycles of F — M. The ^-cycles, dual to the above g-cycles of F, which lie all or 
partly in M constitute a base for the relative ^-cycles of M, mod B. To see 
this, we note that any relative p-cycle of M mod B, together with its image in 
F — M, constitutes an absolute £-cycle of F which is expressible as a sum of 
the fundamental ^-cycles of F. The intersection submatrix of these g-cycles 
and relative ^-cycles of M is again non-singular. 

Since rp G K is closed, and trv = 0, r has zero period over any cycle lying 
in a sufficiently small neighbourhood B X / of B in M. Thus r is derived in 
B X I (1); let r = djp-i there. 

Let p€ be a C00 scalar function of a real variable / which satisfies 

p€ = 0 for / < 0, 0 < pc < 1, Pe = 1, for / > e. 

Such a function is easily constructed. Now let xN be a variable which paramet
rizes the interval / , uniformly over the neighbourhood B X I, and define 

lb in F - M, 
p€ = \d(Pe(x

N) yp-!) in B X I, 
[r in M- B XL 

Then @e is closed, of class C00 in F, and vanishes outside of M. Moreover 
limc^o fie = r in Tkf, while for any cycle Av

l of F, 

7* = lim / (e ) = lim I 0* = I 
e_>0 e->0 J Av* « / /2 P * 

where i?/' is the relative ^-cycle of M mod B which is the part of Ap* lying 
in M. 

From (3.6) we find 
Rp(F) 

(a, r)j|f = lim (a, 0 € ) F = lim X €*/«>V(e) 
e_>0 e_>0 i, j 
RP(M,B) 

= Z ^ V ( o ) . 
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Thus 
RP(M,B) 

(a, T)M = S €</«> V, 
Î. j 

where the vj are the relative periods of r on a fundamental base for M mod B. 
But we can find a form T £ K having assigned periods on these cycles. Since 
(a, T) = 0, r Ç X, we see that 

RP(M,B) 

for arbitrary vy. Because ep
t (i,j = 1, . . . , RP(M, B)) is non-singular, we 

conclude that œ* = 0. Thus *a has zero periods on the absolute g-cycles of 
M and so is a derived form (1). We therefore conclude that a is coderived, as 
stated in the lemma. 

Taking o- = 0 in Theorem I and applying the lemma, we have 

COROLLARY la. When a = 0 the solution 0 is coderived. 

In order that <j> be closed it is clearly necessary to have p = 0. Also d = t<f> 
must be admissible in the sense of Tucker, that is, 

dB6 = 0 and ( 0 = 0, 

for every relative (p + 1)-cycle Rp+i. Conversely, these conditions are suffic
ient, because, if they are satisfied, we see that t<t> = 6 = /£, say, where £ is a 
form closed in M (1). Then, since bd<j> = 0, we have 

N(d4>) = (<£, ôdcj>) + I </> A *d<l> 
«/ B 

= I £ A *d</> = (d£, <ty) - ({, 8d4>) = 0, 

and so d<j> = 0 in i f . 

COROLLARY lb. 77^ jform 0 is closed if and only if p vanishes and 0 is 
admissible. 

For </> to be a derived form it must in addition have vanishing periods on 
all ^-cycles of M. In particular 6 must be a derived p-iovm in B, 6 — dÇ say. 
The remaining conditions may then be expressed 

but in this formula <j> itself still appears. Replacing 0 by its value as given by 
(2.4) and (3.3) we could find the explicit conditions on the data of the problem, 
but these are too cumbrous to be useful. 

4. A mixed problem for coclosed harmonic forms. The two mixed boundary 
value problems of (3) are equivalent under dualization. However, since the 
equations ôd(j> = 0, 50 = 0 of coclosed harmonic forms are not self-dual, the 
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two lead to different problems for coclosed harmonic forms. The second of 
these is 

THEOREM II. Let p = pp and a = ap-i be two coderived forms in M. Let 
£ = £g and 77 = r)g-i be forms defined on B such that 

(4.1) <« = ( -1)%*, f £ = ( - l f f *«r, 

and 

(4.2) d*, = (- ifJ*p, f q = ( - I f f *p. 

Then there exists a unique p-form <j> satisfying the differential equations 

(4.3) bd<t> = p, 50 = o-, 
£/z£ boundary conditions 
(4.4) 1*0 = £, /*d<£ = 77, 

awd the orthogonality condition (0, r) = 0, r C M . 

The conditions (4.1) and (4.2) are necessary consequences of (4.3) and (4.4); 
we wish to show their sufficiency. 

Proof. Consider the ikf-problem (3) 

(4.5) A(j> = p + d<r, t*<l> = £, t*d(/> = 77; (0 , r ) = 0, r Ç M. 

According to (2.5), a solution exists provided that for T Ç M, the quantity 

(p + da, r) + \ T A *d<j> 
JB 

= (p, T ) + (<r, or) + I o- A *r + I r A 77 = (p, r ) M + 1 r A V 
OB OB *)B 

vanishes. Since p is coderived, p = bir say, the condition becomes 

0 = (ox, r ) + T A Î? = ( x , rfr) + I r A (rç — *TT). 
•/ B t/J3 

The volume integral on the right vanishes since dr — 0. We shall now show that 
77 — t*ir is an admissible tangential boundary value on B. Indeed, 

dB(v — t*w) = dBt\ — td*w = ( — l ) ^ / * p — ( — l)Nt*ÔT = 0, 

since p = dr. Likewise, 

f (77 — *TT) = f 7 7 - f d*7r= f ^ - ( - l ^ f *5TT 
JbRq* JbRq* J Rq

i «/&#«,» «/Rq* 

= f 1» - ( - I f f *P = 0, 
•JbRq* *J Rqi 

from (4.2). Thus 77 — /*7r = ta where da = 0 in M. In consequence we find 

J r A (*7 ~ **") = I T A a = I d(r A a) = 0, 
J5 */fi J M 
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since da = 0 and dr = 0. Therefore the necessary condition is satisfied and a 
solution 0 of (4.5) exists. 

Next we define 
$ = 8<t> - a = <5(0 - 0), 

where 0 is such that a = dd. Then 

d\f/ = Jô0 — dcr = p — &2p = ô(7T — <i0) 

by the differential equation (4.5). Hence bd\p = 0. 
From (4.5), we see that 

t*d\[t = t*(p - 8d<j>) = (-l)NdBrj - t*bd<i> 
= (-l)NdBrj - {-l)Ntd*d<t> 
= (-l)N{dB7) - dBt*d<f>] = 0. 

Hence 

N(difr) = (<£, &ty) + J ^ A *<ty = 0, 

and so d\p = 0 in M. Next we see that 

TO) = (*, 5(0 - 0)) = (<ty, 0 - 0) - f ^ A *(0 - 0) 
•J B 

and the volume integral contains the vanishing factor d\f/. We show next that 
t*(<f> — 0) is admissible on B. In fact, 

dBt*(<f> - 0) = d^*0 - /d*0 = dB£ - ( -1)^*00 
= dBi - (-l)Nt*a = 0, 

by (4.1). Also, 

*Ô0 f * ( 0 - 0 ) = f * - f d*d= f € - ( - 1 ) ^ f 

= f É - ( - I f f ** = 0, 

by the second of (4.1). Thus /*(0 — 0) is admissible and so equal to tfi for 
some closed form /3 in M. That is, 

TO) = - f * A *(* - 0) = - f * A 0 = - { d($ A (3) =0 

since dfl = 0 and d^ = 0. Hence \f/ = 0 and the two differential equations 
(4.3) are satisfied. This completes the proof of the theorem. 

In order that 0 should be coderived, it is necessary that a = 0, that £ 
should be a derived form on B, and that the absolute periods of *0 should 
vanish. This last condition cannot be expressed without the Green's form 
gM which is dual to the gK of (2.4). 

When 0 is closed, p and t\ vanish. Conversely, if p and 77 are zero, we see 
from (4.3) and (4.4) that 8d<j> = 0 and /*d0 = 0. Thus 

TO*) = (*» 8d4>) + I 0 A *i0 = 0 
J B 
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and <£ is closed. Now the dual of Lemma 2 states that a closed form orthogonal 
to M is derived. 

COROLLARY Ha. The solution <t> is derived if and only if p and rj vanish. 

We also state as a corollary the special case when the differential equations 
are homogeneous. If p and a are zero the conditions (4.1) and (4.2) show that 
£ and t\ are admissible on B. Since <£ is coclosed the periods of *<j> are defined, 
and by adding a suitable eigenform r £ M the relative period of *<£ can be 
given assigned values on given relative g-cycles Ra

l. These periods will depend 
only on the bBq\ 

COROLLARY l ib . There exists a unique coclosed harmonic p-form <t> such that 
t*<t> and t*d<j) have given admissible boundary values, and *</> has given periods on 
Rp (M) independent relative q-cycles whose boundaries are fixed. 

5. The Poisson equations associated with harmonic fields. The differential 
equations satisfied by harmonic fields are the self-dual pair d<i> = 0, 8<j> = 0. 
It has been shown that there exists a unique harmonic field having a given 
admissible tangential boundary value and given relative periods (4). We 
therefore formulate the following 

THEOREM III . Let p = pp+\ and a = o>_i be given forms, derived and co-
derived on M, respectively. Let £ be a form given on B such that 

(5.1) dBi = tP, f , £ = f p 

for all relative (p + 1)-cycles. Then there exists a unique form <j> satisfying the 
differential equations 
(5.2) d<t> = p, b<t> = a-, 
the boundary condition 
(5.3) /* = £ 

and the orthogonality condition (0, r) = 0, r Ç K. 

For the proof we consider the problem 

(5.4) A(j> = ôp + da, tp = f, tôt = ta; (</>, r) = 0, r G K. 

A solution exists if and only if for each r G K, 

(8p + da,r) — I a A *r = 0. 
JB 

However a simple calculation using Green's formula and the fact that tr = 0 
shows that this condition is in fact satisfied. Thus a solution <j> of (5.4) exists. 

Again we define 
(5.5) ^ = b<t> - a = 8(<l> - a), 

since a is derived, a = 5a say. We find as before 

d\f/ = db<t> — da = 8p — 8d(j) 

so that bdjr = 0. In addition, ty = tb<j> - ta = 0, by (5.4). Thus 
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N(drP) = (ft U4i) + f yp A *d$ = 0, 
• / s 

and we find that d\[/ = 0. Again, 

TO) = (ft 5(0 - a)) = 0ft 0 - a) - f * A *(* - a) = 0, 

so that ^ vanishes identically. This shows that the second of (5.2) holds. 
Let x = d<j> — p; then 5% = <5d$ — ôp = da — db<j> = 0, since 50 = o\ 

Since p is derived, p = d£ say, we find x = d(<j> — Ç). Now 

TO) = (x, d(4> - r)) = («X, * - r) + f (* - f) A *x. 

The volume integral vanishes since ôx = 0. Now /($ — f) is an admissible 
boundary value since, first, 

<*B(*0 - /?) = dB/0 - ^ f = dB£ - tp = 0, 

from (5.1), and second, 

f *(* - r) = f ^ - f * = f £ - f P = o, 
by (5.4) and (5.1). Hence t(<f> — f) = /y say, where dy = 0 in ikf, and 

I O - f) A *x = Y A *x = I <% A *x) 
*J B *J B • / M 

0, 

since dy = 0, 8 x — 0. Thus x = 0 m M and so the equations (5.2) are both 
valid. This completes the proof of the theorem. 

From Lemma 2 it is evident that the solution normalized orthogonal to 
K is coderived if a = 0. This problem has been studied in Euclidean space by 
Miranda (7). 

6. A mixed problem for biharmonic fields. We consider here a new class 
of harmonic forms, which satisfy the self-dual equations bd(j> = 0, dôcj> = 0. 
Since these have the same relation to biharmonic forms (A2<£ = 0) as do har
monic fields to harmonic forms, they shall be called biharmonic fields. The 
mixed problem for harmonic forms leads to the following result on biharmonic 
fields. 

THEOREM IV. Let p and a be forms of degree p on M, coderived and derived 
respectively. Let £ = £p and rj = t\v-\ be defined on B, with 

(6.1) dBr\ = ta, I V = I o-. 
J bRp* *J Rv

i 

Then there exists a unique form <£ = <j>P satisfying the differential equations 

(6.2) ôdcj) = p, db(ï> = a, 
the boundary conditions 
(6.3) t<t> = £, tÔ<f> = 77, 

and the orthogonality condition (4>, r) = 0, r Ç K. 
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Proof. The uniqueness can be verified at once, from Lemma 1. To establish 
the existence of a solution, we set up the mixed problem 

(6.4) Act> = p + or, ty = £, *60 = r , O, r) = 0, r € i£. 

A solution exists if and only if for all T £ K, 

(p + a,r) — J rj A *r 

vanishes. Since p is coderived, p = 50 say, and also <r = Jf ; this quantity is 
equal to 

(W + # , T ) - I?; A *r 
t/J5 

= (0, dr) - \ r A *0 + (f, br) + f f A *r - f 17 A *r 

= f (r - IJ) A *r. 
•SB 

We show that /f — 97 is admissible. Indeed, 

dB(t£ — ??) = ^ f — dBrj — ta — dBrj — 0, 

by the first of (6.1). Then also 

r a -1?) = r # - f * = r * - r *=o, 
*J bRpi */2JP* «/6i2P» «J i? p * *J bRp* 

by the second of (6.1). Hence t£ — rj = /a, where da = 0 in ikf, and 

J (f — i?) A *r = I a A *r = I d(a A *r) = 0, 

as in previous calculations. Thus the condition relative to (6.4) is satisfied, 
and a solution <£ exists. It remains to be shown that (6.2) are satisfied. 

Now let 
(6.5) rf, = sd<j) - p = a - db(f>. 

Since p = <50, w e find t h a t \p = b(d<j> — 0) is c o d e r i v e d . Al so 

t\f/ — ta — tdb<j) = ta — dBtb<f> = ta — dBrj = 0, 

from (6.1). Thus we find 

Nty) = ( ^ g(d0 - 0)) = (df, d<j> - 6) - I ^ A *(d« - 0). 

The surface integral vanishes since t\f/ = 0. Now d\f/ = da — ddb<t> = 0 since o-
is derived. Thus N(\p) = 0, so \f/ vanishes identically. That is, the equations 
(6.2) are both valid. This completes the proof. 

We note two special cases of Theorem IV. First, let p vanish so that bd<j> = 0, 
and let £ be an admissible tangential boundary value. It then follows easily 
from Green's formula that <j> is closed. Second, let a and rj both vanish. Green's 
formula then shows that <j> is coclosed, and from Lemma 2 it follows that </> 
is coderived. 
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7. A Neumann problem for biharmonic fields. The Neumann boundary 
value problem for harmonic forms (2) yields an independent result in connec
tion with biharmonic fields. We state first the Neumann theorem in the non-
homogeneous case. 

LEMMA 3. There exists a unique solution <f> of 

(7.1) A<£ = p 

which satisfies the boundary conditions 

(7.2) t*dcj) = £ , tôct> = 77 

and the orthogonality condition 
(7.3) (p, T) = 0 , dr = 0, or = 0, 

if and only if for every harmonic field r we have 

(7.4) (p, r) - js(r A £ - rj A *r) = 0. 

The proof is similar to that of Lemma 1 and will therefore be omitted. 

We state the application to the biharmonic field equations as follows. 

THEOREM V. Let p and a be p-forms defined on M which are coderived and 
derived, respectively. Let £ = %Q+i and 77 = TJP-I be forms defined on B such that 

(7.5) dBï=(-lft*p, f É = ( - l ) * f *P, 
and 

(7.6) dBrj = Ur, I rj = J (7. 
*JbRpi *J Rp* 

Then there exists a unique p-form 4> satisfying the differential equations 

(7.7) bd<j> = p, db<t> = o-, 

the boundary conditions 
(7.8) t*d<j> = £, /50 = 77, 

awd the orthogonality condition 
(7.9) ( * , r )^ = 0 

for every harmonic field r defined on M. 

Proof. We formulate the problem 

(7.10) A0 = p + o-, /**/> = f, /50 = 77; (0, r) = 0 if dr = 0, 5r = 0. 

According to Lemma 3, a solution exists if and only if for every harmonic 
field r, the quantity 

(p + <r, r ) + J (r A ? - 77 A *r) 

vanishes. Writing p = ôd and a = df in view of our hypotheses, and making 
use of Green's formula we find this expression can be put in the form 
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(7.11) M f t - *6) ~ (V ~ f) A *r]-

As in our previous work, we may show that the conditions (7.5) imply that 
£ — *0 is admissible; and that (7.6) imply that rj — f is admissible. A further 
application of Stokes' formula then shows that the integral (7.11) vanishes 
for all harmonic fields r. Thus the condition of Lemma 3 is satisfied and a 
solution of (7.10) exists. 

As in §6 we set \f/ = bd<j> — p = a — dôcj). It again follows that \j/ = h{d4> — 0), 
and, from the first of (7.6), that t\f/ = 0. Since d\f/ = 0, ô\p = 0, we can again 
show that \f/ vanishes identically. This shows that (7.7) holds and establishes 
Theorem V. 

In contrast to Theorem IV, this last result is self-dual. When p and £ vanish, 
we see by Green's formula that 0 is closed, and, by the dual of Lemma 1 
(since <f> is orthogonal to the eigenspace dr = 0, ÔT = 0, nr = 0) that <j> is 
derived. Dually, </> is coderived if a and rj are zero. 

8. Concluding remarks. Four of the five theorems have been deduced from 
the mixed boundary value theorem for harmonic forms, and one from the 
Neumann theorem. Corresponding special cases of the Dirichlet theorem for 
harmonic forms are not known. 

The conditions on the data of the theorems for harmonic forms all involve 
the eigenforms which are harmonic fields having some special properties. 
However, in the special cases considered in this paper, all of the conditions 
are expressible directly in terms of the data without the appearance of any 
class of eigenforms. The normalizations such as (</>, T) = 0, r G l could be 
discarded, and the solutions would then lose the property of uniqueness. 
Or they could be replaced by suitable conditions on the periods of the solutions. 
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