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## 1. Introduction.

Attention has recently been drawn ${ }^{1}$ to the obscurity of the usual presentations of Mayer's method of solution of the total differential equation

$$
\begin{equation*}
d z=P(x, y, z) d x+Q(x, y, z) d y \tag{1}
\end{equation*}
$$

This method has the practical advantage that only a single integration is required, but its theoretical discussion is usually based on the validity of some other method of solution. ${ }^{2}$ Mayer's method gives a result even when the equation (1) is not integrable, but this cannot of course be a solution. An examination of the conditions under which the result is actually an integral of equation (1) leads to a proof of the existence theorem for (1) which is related to Mayer's method of solution in a natural way, and which moreover appears to be novel and of value in the presentation of the subject.

The problem of the conditions under which the expression

$$
\begin{equation*}
P(x, y) d x+Q(x, y) d y \tag{2}
\end{equation*}
$$

is the total differential of a function of $x$ and $y$ can also be discussed with advantage from the same point of view. The extension of the calculus to complex variables is dependent on this problem, and sufficient conditions for Cauchy's fundamental theorem are here obtained. These conditions are the same as those which arise in the proof of Cauchy's theorem by means of Green's theorem, but the method may well be considered to be simpler and, in addition, it affords a suitable approach to this subject for the many students who are interested only in its most elementary aspect.

In order to facilitate the reading, the simpler argument leading to Cauchy's theorem is first given and the discussion of Mayer's method then follows.

## 2. Total differentials and Cauchy's Theorem.

Cauchy's theorem may be considered as the extension to complex variables of the fundamental theorem of calculus concerning the relation between differentiation and integration. A very natural but apparently new method of discussing this question is to follow closely the method of the real variable which considers a certain definite integral as a function of one of its limits.

Starting then from the differential expression

$$
\begin{equation*}
P(x, y) d x+Q(x, y) d y \tag{2}
\end{equation*}
$$

we consider its integral taken along a straight line from a fixed point, say the origin, to the point $(x, y)$. That is to say we consider the function ${ }^{3}$

$$
\begin{equation*}
F(x, y)=\int_{0}^{1}\{x P(x t, y t)+y Q(x t, y t)\} d t . \tag{3}
\end{equation*}
$$

It is evident that if (2) is a total differential at all, then it is the total differential of the function (3). It is easy to investigate this question by calculating the partial derivatives of (3). For example,

$$
\begin{align*}
\frac{\partial}{\partial x} F(x, y) & =\int_{0}^{1}\left\{P(x t, y t)+x t \frac{\partial P(x t, y t)}{\partial(x t)}+y t \frac{\partial Q(x t, y t)}{\partial(x t)}\right\} d t \\
& =\int_{0}^{1}\left[\frac{\partial}{\partial t}\{t P(x t, y t)\}+y t\left\{\frac{\partial Q(x t, y t)}{\partial(x t)}-\frac{\partial P(x t, y t)}{\partial(y t)}\right\}\right] d t \\
& =P(x, y)+\int_{0}^{1} y t\left\{\frac{\partial Q(x t, y t)}{\partial(x t)}-\frac{\partial P(x t, y t)}{\partial(y t)}\right\} d t \tag{4}
\end{align*}
$$

Sufficient conditions for the validity of these calculations are that $P(x, y), Q(x, y)$ and their partial derivatives of the first order are continuous. ${ }^{4}$

If further

$$
\begin{equation*}
\frac{\partial}{\partial y} P(x, y)=\frac{\partial}{\partial x} Q(x, y) \tag{5}
\end{equation*}
$$

identically, then

$$
\begin{equation*}
\frac{\partial}{\partial x} F(x, y)=P(x, y) \tag{6}
\end{equation*}
$$

Similarly under the same conditions

$$
\begin{equation*}
\frac{\partial}{\partial y} F(x, y)=Q(x, y) \tag{7}
\end{equation*}
$$

Thus are established the well known conditions under which (2) is a total differential, for if $F(x, y)$ has the continuous derivatives $P(x, y)$ and $Q(x, y)$, then (2) is its total differential.

If $f(z)=u+i v$ is a function of the complex variable $z=x+i y$ then from (5), (6) and (7),

$$
f(z) d z=f(z) d x+i f(z) d y
$$

will be a total differential if

$$
\frac{\partial f(z)}{\partial y}=i \frac{\partial f(z)}{\partial x}
$$

and on equating real and imaginary parts in this equation we have the Cauchy-Riemann equations

$$
\frac{\partial u}{\partial x}=\frac{\partial v}{\partial y}, \quad \frac{\partial u}{\partial y}=-\frac{\partial v}{\partial x} .
$$

For the validity of this argument we•require ${ }^{5}$ the continuity of the partial derivatives of $u$ and $v$.
3. The equation $d z=P(x, y, z) d x+Q(x, y, z) d y$.

In this article we discuss Mayer's method of solution of the equation (1) in a way that establishes the usual existence theorem for the equation and requires reference only to the necessary parts of the theory of ordinary differential equations.

We recall that condition (5) which expresses that $\frac{\partial^{2} z}{\partial x \partial y}=\frac{\partial^{2} z}{\partial y \partial x}$ must now be replaced by
or

$$
\begin{aligned}
& \frac{\partial Q}{\partial x}+\frac{\partial Q}{\partial z} \frac{\partial z}{\partial x}=\frac{\partial P}{\partial y}+\frac{\partial P}{\partial z} \frac{\partial z}{\partial y} \\
& P Q_{z}-Q P_{z}+Q_{x}-P_{y}=0
\end{aligned}
$$

and this relation is generally termed the condition of integrability of equation (1).

If $z$ is a function of $x$ and $y$ which satisfies equation (1) and we replace $x$ and $y$ by $x t$ and $y t$ and take $t$ as a variable, $x$ and $y$ being fixed, then $z$ evidently satisfies

$$
\begin{equation*}
d z=\{x P(x t, y t, z)+y Q(x t, y t, z)\} d t \tag{8}
\end{equation*}
$$

This is an ordinary differential equation of the first order and will have a solution reducing to $z_{0}$ for $t=0$ defined for the range $0 \leqq t \leqq 1$, for $x$ and $y$ in some neighbourhood of the origin, provided
that $P$ and $Q$ are continuous functions of their arguments and satisfy a Lipschitz condition with respect to $z$ for $(x, y, z)$ in some neighbourhood ${ }^{6}$ of $\left(0,0, z_{0}\right)$.

This solution depends on the parameters of $x, y, z_{0}$ and will be denoted by

$$
\begin{equation*}
z=F\left(x, y, z_{0}, t\right) \tag{9}
\end{equation*}
$$

For $t=1$ we write

$$
\begin{equation*}
z=F\left(x, y, z_{0}, 1\right)=\psi\left(x, y, z_{0}\right) . \tag{10}
\end{equation*}
$$

The whole question turns on establishing the relations

$$
\begin{equation*}
\frac{\partial}{\partial x} \psi\left(x, y, z_{0}\right)=P(x, y, z), \quad \frac{\partial}{\partial y} \psi\left(x, y, z_{0}\right)=Q(x, y, z) . \tag{11}
\end{equation*}
$$

Since $F\left(x, y, z_{0}, t\right)$ satisfies (8) we have formally ${ }^{7}$

$$
\begin{align*}
\frac{\partial^{2} F}{\partial t \partial x}= & \frac{\partial^{2} F}{\partial x \partial t}=\frac{\partial}{\partial x}\{x P(x t, y t, z)+y Q(x t, y t, z)\} \\
=P(x t, y t, z) & +x t \frac{\partial P(x t, y t, z)}{\partial(x t)}+x \frac{\partial P(x t, y t, z)}{\partial z} \lambda\left(x, y, z_{0}, t\right)  \tag{12}\\
& +y t \frac{\partial Q(x t, y t, z)}{\partial(x t)}+y \frac{\partial Q(x t, y t, z)}{\partial z} \lambda\left(x, y, z_{0}, t\right)
\end{align*}
$$

where we write

$$
\begin{equation*}
\lambda\left(x, y, z_{0}, t\right) \equiv \frac{\partial}{\partial x} F\left(x, y, z_{0}, t\right) \equiv \frac{\partial z}{\partial x} \tag{13}
\end{equation*}
$$

from (9). Hence from (12) and (8),

$$
\begin{array}{r}
\frac{\partial}{\partial t} \lambda(x, y, z, t)=\frac{\partial}{\partial t}\{t P(x t, y t, z)\}+y t\left\{\frac{\partial Q(x t, y t, z)}{\partial(x t)}-\frac{\partial P(x t, y t, z)}{\partial(y t)}\right\} \\
+\lambda(x, y, z, t)\left\{x \frac{\partial P(x t, y t, z)}{\partial z}+y \frac{\partial Q(x t, y t, z)}{\partial z}\right\} \\
\quad-t \frac{\partial P(x t, y t, z)}{\partial z}\{x P(x t, y t, z)+y Q(z t, y t, z)\}
\end{array}
$$

giving

$$
\begin{equation*}
\frac{\partial}{\partial t}(\lambda-t P)=(\lambda-t P)\left(x P_{z}+y Q_{z}\right)+y t\left(P Q_{z}-Q P_{z}+\frac{\partial Q}{\partial(x t)}-\frac{\partial P}{\partial(y t)}\right) \tag{14}
\end{equation*}
$$

Hence if the condition of integrability
$P(x, y, z) Q_{z}(x, y, z)-Q(x, y, z) P_{z}(x, y, z)+Q_{x}(x, y, z)-P_{y}(x, y, z)=0$ is satisfied, then $\lambda\left(x, y, z_{0}, t\right)-t P(x t, y t, z)$ satisfies the differential equation

$$
\begin{equation*}
\frac{\partial}{\partial t}(\lambda-t P)=(\lambda-t P)\left(x P_{z}+y Q_{z}\right) \tag{15}
\end{equation*}
$$

Now when $t=0, F\left(x, y, z_{0}, t\right)=z_{0}$ and is independent of $x$ and $y$, so that from (12) $\lambda\left(x, y, z_{0}, 0\right)=0$, and hence $\lambda\left(x, y, z_{0}, t\right)-t P(x t, y t, z)$ is identically zero since there is only one solution of (15) with the required properties, ${ }^{8}$ and in particular from (10) and (13),

$$
\begin{equation*}
\frac{\partial}{\partial x} \psi\left(x, y, z_{0}\right)=\lambda\left(x, y, z_{0}, 1\right)=P(x, y, z) \tag{16}
\end{equation*}
$$

A similar argument will show that under the same conditions

$$
\begin{equation*}
\frac{\partial}{\partial y} \psi\left(x, y, z_{0}\right)=Q(x, y, z) \tag{17}
\end{equation*}
$$

Hence $z=\psi\left(x, y, z_{0}\right)$ is a solution of (2) and is the only solution of (2) which reduces to $z_{0}$ when $x$ and $y$ vanish.

We have thus proved the existence theorem:
Theorem. If $P(x, y, z)$ and $Q(x, y, z)$ are continuous and have continuous partial derivatives of the first order, and if

$$
P Q_{z}-Q P_{z}+Q_{x}-P_{y}=0
$$

in some neighbourhood of $\left(0,0, z_{0}\right)$, then the total differential equation

$$
d z=P(x, y, z) d x+Q(x, y, z) d y
$$

has one and only one solution
for which

$$
z=\psi(x, y)
$$

$$
\psi(0,0)=z_{0}
$$

defined in some neighbourhood ${ }^{9}$ of $(0,0)$.
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