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NUMERICAL EVIDENCE FOR A CONJECTURAL
GENERALIZATION OF HILBERT’S THEOREM 132
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with an appendix by D. Kusnezow

Abstract

This paper presents an algorithm for computing numerical evidence
for a conjecture whose validity is predicted by the requirement that
the equivariant Tamagawa number conjectures for Tate motives as
formulated by Burns and Flach are compatible with the functional
equation of the ArtinL-series. The algorithm includes methods for
the computation of Fitting ideals and projective lattices over the in-
tegral group ring.

1. Introduction

For any number fieldL, we writeOL for its ring of algebraic integers. For each natural
numbern, we letζn denote a primitiventh root of unity, and we writeQ(ζn) for thenth
cyclotomic field. Ifn is squarefree, then Hilbert proved (see [16, Theorem 132]) that

Z[Gal(Q(ζn)/Q)] · ζn = OQ(ζn). (1)

Let L/K denote a Galois extension of number fields with groupG. In [3] and [4] we
formulated a conjecture that is a wide-ranging generalization of equality (1). In this paper,
we will deal exclusively with the abelian case (as presented in [3]), where this conjecture
takes the form of an equality between two rank-oneZ[G]-sublattices ofC[G], namely a
lattice constructed from Galois Gauss sums and a lattice that is related to the choice of
a finitely generated projectiveG-sublatticeL of L. If L/K is at most tamely ramified,
then Noether proved thatOL is a projectiveZ[G]-module. In this case, we always take
L = OL. In general, however, if we allow wild ramification, we are not aware of any
canonical candidate forL, and we use invariants that arise from the étale cohomology of
Gm to compensate for our choice ofL.

In [3] and [4] it is shown that our conjecture is a strong refinement of Chinburg’s�2-
conjecture (see [9]). In another (probably more important) direction, it can be interpreted
in terms of functional equation compatability of the ‘equivariant Tamagawa number con-
jectures’ of [6] and [7] for the pairs(h0(Spec(L)),Z[G]) and(h0(Spec(L))(1),Z[G]).

There is some evidence in favour of the conjecture. It has already been proved in the
case whereL/K is at most tamely ramified (see [4, Corollary 7.7]), or ifK = Q and
L/Q is an abelian extension of odd conductor (see [3, Theorem 4.1] and [4, Theorem 6.1]).
Concerning wildly ramified (abelian) extensionsL/K, K 6= Q, there is only a very little
evidence. In this paper we will deal with this situation, and we will present an algorithm
that verifies the above-mentioned conjecture (up to the precision of the computation) for
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Hilbert’s theorem132

certain abelian extensionsL/K. The algorithm has been implemented under PARI-GP [1]
for extensionsL/K of odd prime degree of a real-quadratic fieldK, and has been applied
to many examples, so that we can provide new numerical evidence for the validity of the
conjecture in the wildly ramified relative case. Very recently, M. Breuning [5] has used an
adapted version of this implementation, together with interesting new theoretical results, to
prove (!) the conjecture for all dihedral extensions ofQ of order 6.

The structure of the paper is as follows. In Section2 we recall the formulation of the
conjecture. In Section3 we describe our algorithm, and in Section4 we work out an explicit
example.

2. The conjecture

First we briefly recall the notion of the Grothendieck–Knudsen–Mumford determinant
functor. For more details, the reader is referred to [17], or for a short summary of the relevant
facts, to [3, Section 2].

If R is a noetherian commutative ring, we writeP (R) for the category of graded invertible
R-modules. For each(L, α) ∈ Ob(P(R)), one setsL−1 := HomR(L,R) and(L, α)−1 :=
(L−1,−α). For a finitely generated projectiveR-moduleP , we write detR(P ) for the highest
exterior power ofP and we use rkR(P ) to denote the locally constant function given by the
R-rank ofP . One sets

DetR(P ) := (detR(P ), rkR(P )) ∈ P (R),

and for a bounded complexP • of finitely generated projectiveR-modules, one defines

DetR(P
•) :=

⊗
i∈Z

DetR(P
i)
(−1)i+1 ∈ P (R).

A perfect complex ofR-modulesis a complex ofR-modules that is quasi-isomorphic to
a bounded complex of finitely generated projectiveR-modules. We writeD(R) for the
derived category of the abelian category ofR-modules, andDperf(R) for the subcategory
consisting of perfect complexes. Then DetR extends to give a well-defined functor from
Dperf(R) (with morphisms restricted to isomorphisms) to the category of graded invertible
R-modules.

We say that aR-moduleN is perfect if it is finitely generated and of finite projective
dimension. Such a module, viewed as a complex centered in degree 0, is a perfect complex,
and we set DetR(N) := DetR(N [−1]). We write FittR(N) for the (first) Fitting ideal ofN .
(We refer the reader to [19, Appendix] or [21, Section 1.4] for the basic properties of Fitting
ideals.) Then

DetR(N) =
(
FittR(N)

−1,−rkR(N)
)
.

Now, letL/K be an abelian extension of number fields with Galois groupG. We write
Ĝ for the group of linear characters ofG, and for eachχ ∈ Ĝ we set

eχ = 1

|G|
∑
g∈G

χ(g)g−1 ∈ C[G].

If H is a subgroup ofG, we writeeH = (1/|H|)∑h∈H h for the associated idempotent.
For any elementx ∈ C[G], we define an invertible element∗x of C[G] by specifying the
components by

eχ (
∗x) =

{
eχx, if eχx 6= 0,

eχ , if eχx = 0.
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We letGv andIv denote, respectively, the decomposition and the inertia subgroup of a finite
placev of K, and we choose an elementσv ∈ Gv that projects to the Frobenius element
in Gv/Iv. We then definefv := σveIv , and we note thatfv does not depend on the choice
of σv.

We define the equivariant Galois Gauss sum by

τL/K :=
∑
χ∈Ĝ

τ
(
Q, indQK(χ)

)
eχ ∈ C[G]×,

where for any number fieldF we write τ(F,−) for the Galois Gauss sum described in
[14, Chapter I, Section 5].

We writedL for the absolute discriminant ofL, and finally we define

ξL/K := τL/K
∏
v|dL

∗(−f−1
v ) ∈ C[G]×.

Recall that the Galois Gauss sum is the essential part of the epsilon factor, which arises
in the functional equation of ArtinL-functions (see [14, (5.22)]). Roughly speaking, the
conjecture of [3] asserts that the latticeZ[G] · ξL/K is equal to aZ[G]-sublattice ofC[G]
constructed from certain algebraic data associated toL/K.

To recall the definition of this lattice, we have to introduce some more notation. For any
number fieldF , we write6(F) for the set of embeddings ofF into C, and we writeS(F )
andSf (F ) for the set of places and the set of non-archimedean places, respectively, ofF .
We defineHF :=∏6(F) Q andHF,Z :=

∏
6(F) Z.

Then the natural action ofG on6(L) induces the structure of aZ[G]-module onHL,Z.
We write

πL : L⊗Q C
∼−→ HL ⊗Q C,

for the canonicalC[G]-isomorphism defined byα ⊗ x 7→ (σ (α)x)σ∈6(L). After choosing
for eachτ ∈ 6(K) an extensionτ̂ ∈ 6(L), we can identifyHL,Z with HL/K,Z :=∏
6(K) Z[G], and so we obtain aC[G]-equivariant isomorphism

πL/K : L⊗QC
∼−→

∏
6(K)

C[G],

α⊗x 7−→
(∑
g∈G

τ̂g(α)xg−1
)
τ∈6(K)

.

We now writeW(L/K) for the set of non-archimedean places ofK that ramify wildly
in L/K. For a placew ∈ Sf (L) abovev, we letKv andLw denote the completions of
K andL with respect tov andw respectively, and we identify the decomposition group
Gv with the local Galois group Gal(Lw/Kv). We choose a finitely generated projective
OK [G]-sublatticeL of L such that, for each placev of Sf (K), thev-adic completionLv

satisfies

Lv =
{

OL,v, if v 6∈ W(L/K),

OKv [G]⊗OKv [Gv]Lw, if v ∈ W(L/K).
(2)

Here,w ∈ Sf (L) is a chosen place abovev andLw is any projectiveOKv [Gv]-sublattice
of the maximal ideal ofOLw such that thev-adic exponential map is both well defined
and injective. These conditions are satisfied for any projective lattice that is contained in a
sufficiently large power of the maximal ideal ofOLw .
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Essentially, we will compareZ[G] · ξL/K to

detC[G](πL/K)
(
detZ[G](L)

) ⊆ detC[G](HL/K⊗ZC) ' C[G].
In [3], in order to compensate for our choice of latticeL, we used the cohomology of the
sheafGm on the étale site Spec(Kv), v ∈ W(L/K), to define a natural complexK•w(L)
in Dperf(Z[Gv]). This complex is then the starting point for the construction of local cor-
rection termsI (v,L) for eachv ∈ W(L/K). The following description ofK•w(L) is very
convenient for computational purposes. Let

0−→ L×w −→ A′ −→ B −→ Z −→ 0 (3)

be a 2-extension ofZ by L×w with Z[Gv]-modulesA′ andB of finite projective dimen-
sion. Assume further that (3) represents the local fundamental class inH 2(Gv, L

×
w) '

Ext2Gv (Z, L
×
w). Then [8, Proposition 3.5(a)] implies that there exists aDperf(Z[Gv])-

isomorphism between9•w(L) := [A′/(1 + Lw) → B] (centered in degrees 0 and 1)
andK•w(L) inducing the identity maps on cohomology. Hence we can use9•w(L) to define
the correction termsI (v,L).

We letλL/K,w denote the composite isomorphism(
DetZ[Gv]9

•
w(L)[1]

)⊗Q
∼−→ DetQ[Gv]

(
9•w(L)[1] ⊗Q

)
−→ DetQ[Gv]

(
L×w/(1+Lw)⊗Q

)⊗Q[Gv]DetQ[Gv](Q)
−1

Det(ϑw)⊗id−→ DetQ[Gv](Q)⊗Q[Gv]DetQ[Gv](Q)
−1

−→ (Q[Gv], 0),
whereϑw denotes the isomorphismL×w/(1+ Lw) ⊗ Q

∼−→ Q, which is induced by the
w-adic valuation map.

For each placev ∈ Sf (K), we set

EL/K,v := ∗
(
eGv

(−|Gv|
|Iv|

)) ∗(eIv (1− fvNv−1)
)

∗(eIv (1− fv)) ,

and we define a (graded) invertibleZ[G]-sublattice ofQ[G] by setting

I (v,L) := EL/K,v · λL/K,w
(

DetZ[Gv]
(
9•w(L)[1]

))
.

We are now in position to state the central conjecture of [3]. Let ρL,K denote the map
DetC[G](πL/K).

Conjecture 2.1. For any latticeL that satisfies (2), the following statement holds:(
Z[G] · ξL/K, [K : Q]

) = ρL,K(DetZ[G](L)
)⊗ ⊗

v∈W(L/K)

I (v,L). (4)

Remarks 2.2. (a) In [3], Conjecture2.1 is formulated as an equality between graded
invertible Z[G]-sublattices of DetC[G](L⊗QC). The translation is achieved by applying
ρ−1
L/K .

(b) The central Conjecture (4.1) of [4] generalizes Conjecture2.1 for arbitrary Galois
extensionsL/K of number fields (see [4, Section 5]).
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3. An algorithm

LetK denote a number field of degreek overQ. We letL/Kdenote an abelian extension
of number fields of degreen. Our aim is to develop an algorithm to check the validity of
Conjecture2.1up to the precision of the computation.

We assume thatL/K is given by class field-theoretic data as described in [11, Chapters 3
and 4]. In particular, we letf = fL/K denote the conductor ofL/K, and we write clf(K) for
the ray class group modulof. LetH 6 clf(K) denote the subgroup of indexn corresponding
to the given extensionL. If F is any intermediate field ofL/K, we further assume that we
are able to compute a defining polynomial forF , and also its ring of algebraic integers. In
this context, recently developed algorithms due to Cohen and Roblot (see [11, Chapter 6]
or [22]) are very useful.

For some (essential) parts of the algorithm we will have to make the following assump-
tion.

Hypothesis (H). If v ∈ Sf (K) is wildly ramified inL/K, then the decomposition group
Gv is cyclic.

3.1. Computation ofL

LetL/K denote an abelian extension of number fields, and setG := Gal(L/K). In this
subsection we do not assume Hypothesis(H). As before, we writeW(L/K) for the set
of finite places ofK that ramify wildly inL/K. For each placev ∈ W(L/K), we fix an
extensionw ∈ Sf (L) abovev. Henceforth we identify the placev with a prime idealp of
OK , and we writewp for the associated normalized valuations. Likewise,w is identified
with a prime idealP of OL, and we writewP for the associated normalized valuations. For
v ∈ Sf (K) and a finitely generatedOK -moduleY , we writeY(v) for the localization and
Yv for the completion ofY with respect tov.

We first give a brief outline of the algorithm for the computation ofL, and then we work
out the single steps in greater detail.

Step1. For each placev ∈ W(L/K), setF = LGv and construct a normal basis element
θv ∈ OL for L/F (that is,L = F [Gv]θv) such that

wP(θv) >
ew

p − 1
.

Here,ew denotes the ramification index ofw in L/Q andpZ = P ∩ Z. We set

X(v) := OF,(s)[Gv]θv,
wheres ∈ Sf (F ) is the place uniquely determined byw | s | v.

Step2. For each placev ∈ W(L/K), computeX′(v) := X(v) ∩OL.

Step3. ComputeL := ⋂
v∈W(L/K)

X′(v).

Proposition 3.1. L is a finitely generated projectiveZ[G]-sublattice ofL and satisfies(2)
withLw = OKv [Gv]θv. Moreover, thev-adic exponential map is well-defined and injective
onLw.
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Proof. We consider theZ[G]-projective sublatticeX ⊆ L specified by itsv-adic localisa-
tions (see [12, Proposition (4.21)])

X(v) =
{

OL,(v), if v 6∈ W(L/K),

OLGv ,(s)[Gv]θv, if v ∈ W(L/K), w | s | v. (5)

Passing from localisations to completions shows that it is enough to prove thatX = L. By
construction, we haveX ⊆ OL, so we can conclude that

X =
⋂

v∈Sf (K)
X(v) =

⋂
v∈Sf (K)

(X(v) ∩OL) =
⋂

v∈W(L/K)

X′(v) = L.

By [20, Kapitel II, Satz (5.5)] and the choice ofθv thev-adic exponential map is well-defined
and injective, as claimed.

Proposition3.1guarantees thatL is a lattice, as required in the formulation of Conjec-
ture2.1.

Remark 3.2. LetL/K be a weakly ramified Galois extension of number fields (that is, all
the second ramification groups in lower numbering are trivial) of odd degree. LetaL/K de-
note the square root of the inverse different (see [13, (1.2)]). ThenaL/K is a finitely generated
Z[G]-projective sublattice ofL (see [13, Theorem 2.2]). We seta(w)L/K :=

∏
PwP(aL/K),

where the product extends over all primesP of OL that are wildly ramified inL/K. Then
a
(w)
L/K is alsoZ[G]-projective. If we choose an elementβ ∈ OK such thatwP(βa

(w)
L/K) >

ew/(p − 1) for all v ∈ W(L/K), then we may takeL = βa(w)L/K .

We now go into greater detail concerning Steps 1–3. LetNv denote the smallest integer
such thatNv > ew/(p − 1). For our purposes later, it is of advantage to construct a normal
basis elementθv such that the index[PNv : OF [Gv]θv] is small. To achieve this, it is possible
in principle to adapt the algorithm of [2, Section 2.1]. In practice, however, the following
naive approach is usually sufficient. A randomly chosen elementθ ∈ OL will almost always
generate a normal basis ofL/F . Let p′ denote the prime ideal ofOF corresponding to the
places. If (p, πv) is a two-element representation ofp′ (such as, for example, that computed
by [10, Algorithm 4.7.10]), thenwp′(πv) = 1 and we may takeθv := πtvθ with t ∈ N0 large
enough to ensure thattew|s + wP(θ) > ew/(p − 1). Here,ew|s denotes the ramification
index ofw | s in L/F .

Henceforth, we assume that eachX(v) is given by an explicit basis overZ. For the
computation ofX′(v) in Step 2, we first use Hermite normal form (HNF) techniques over
Z to compute a finite setZ1 ⊆ Pnv of representatives ofPnv /OLGv [Gv]θv, wherenv :=
wP(θv). LetZ := Z1 ∩X(v).

Lemma 3.3. Letv ∈ W(L/K), and setF = LGv . LetZ′ denote a finite set ofZ-generators
of OF [Gv]θv. ThenZ ∪ Z′ is a finite set ofZ-generators ofX′(v).

Proof. It is enough to show thatZ constitutes a set of representatives ofX′(v)/OF [Gv]θv.
Hence it suffices to prove thatX′(v) = X(v) ∩Pnv , which is clear from the definitions.

In order to compute the setZ, we represent eachz ∈ Z1 in the form

z =
∑
g∈Gv

xgg(θv), xg ∈ LGv ,
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and we check that the conditionwp′(xg) > 0,P | p′ | p in L/LGv/K, holds for allg ∈ Gv
(see [10, Algorithm 4.8.17]). Again using HNF techniques (overZ), we may assume that
each of theOK -latticesX′(v) is given by aZ-basisω1, . . . , ωm, m = [L : Q], ωi ∈ OL.
This completes the description of Step 2.

To carry out Step 3, it suffices to explain how to compute the intersectionX ∩ Y of two
full Z-sublatticesX, Y ⊆ L given in the form

X = Zµ1⊕ . . .⊕ Zµm, µi ∈ L,
Y = Zν1⊕ . . .⊕ Zνm, νi ∈ L.

Let b : L × L → Q, b(α, β) = trL/Q(αβ) denote the usual trace form. For any full
Z-lattice V ⊆ L, we set V∗ := {α ∈ L | b(α, V ) ⊆ Z}. Then one has the formula
X ∩ Y = (X∗ + Y ∗)∗. So we compute the dual basis (with respect tob) µ∗1, . . . µ∗m and
ν∗1, . . . ν∗m of X∗ andY ∗. Applying HNF techniques toX∗ + Y ∗, we obtain aZ-basis of
X∗ + Y ∗. Dualizing again yields the intersectionX ∩ Y .

3.2. The local fundamental class

In this subsection (and also in the next one) we have to assume Hypothesis(H). We
fix v ∈ W(L/K) and an extensionw | v, and we writeD = Gv for the decomposition
group. Letg0 denote a generator ofD. Our aim is to describe an algorithm that computes
a 2-extension (3) that represents the fundamental class of local class field theory.

We consider the canonical exact sequence

0−→ Z
ND−→ Z[D] g0−1−→ Z[D] aug−→ Z −→ 0,

where aug is induced byg 7→ 1, g ∈ D, andND =∑g∈D g. We will computeH 2(D,L×w) '
Ext2D(Z, L

∗
w) with respect to this resolution. Let( _ , Lw/Kv) denote the local Artin sym-

bol, and letεv ∈ K×v be such that(εv, Lw/Kv) = g0. Then theG-embeddingϕ : Z→ L×w
defined byϕ(1)= εv represents the local fundamental class. We shall now explain how to
find εv.

Let p again denote the prime ideal ofOK corresponding tov. We write f = psf′ with
p - f′. LetUv ⊆ K×v denote the local units, and writeU(i)v , i > 0, for the higher principal
units. ThenU(s)v ⊆ NLw/Kv (L×w), and the composite map

K×v /U(s)v −→ K×v /NLw/Kv (L×w)
( _ ,Lw/Kv)−→ D

is surjective. Ifπv ∈ K× is a uniformizing element forv, thenK×v = πZv × Uv and we
obtain the isomorphisms

K×v /U(s)v ' πZv × Uv/U(s)v ' πZv ×
(
OK/p

s
)×
.

Sinceπ |D|v ∈ ker( _ , Lw/Kv), we finally obtain an epimorphism

πZv /π
|D|Z
v × (OK/ps)× −→ D,

induced by the local Artin map. Provided that we know how to compute local Artin symbols,
it is now a finite problem to computeεv.

Remark 3.4. In this way we have actually constructedεv inK×. By multiplying withπ |D|v

(if necessary), we may also assume thatwp(εv) > 0. For computational purposes it is an

advantage to chooseεv with smallv-adic valuation. SinceUv/U
(s)
v ' (OK/ps)× is mapped
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surjectively onto the inertia subgroupIv, we can always achievewp(εv) = 1 in the totally
ramified case.

It finally remains to describe how to compute local Artin symbols for elementsα ∈ OK ,
α 6= 0. Let f = ∏r

k=0 p
sk
k be the prime ideal factorization of the conductorf, and assume

thatp = p0. We set e= wp(α), and we choose an elementπ ∈ OK such that

wpj (π) =
{

0, if j > 0,

1, if j = 0.

If we let ξ ∈ OK denote a solution of the simultanous congruences

ξ ≡ πe (modpskk ), k = 1, . . . , r,

ξ ≡ πe

α
(modps00 ),

then class field theory shows that(α, Lw/Kv) = (c, L/K), where

c = ξ
∏
q|π,q6=p

q−evq(π).

Recall thatL/K is given by clf(K) and a subgroupH of index |G|. Assume that the
integral idealc0 corresponds tog0 via the global reciprocity isomorphism. Using [11,
Algorithm 4.3.2] it is then easy to computed ∈ Z/|D|Z such thatc = cd0 in clf(K)/H . So
in order to solve our problem we have to find an elementα = εv such thatd ≡ 1(mod|D|).

3.3. Computation ofI (v,L)

We continue to use the notation introduced in the previous subsection. In particular,
we assume Hypothesis(H). For any subgroupU of L×w that contains 1+ Lw, we set
U(Lw) := U/(1+Lw).

So far we have constructed a mapϕ such that the following diagram has exact rows and
columns.

0 0y y
0 −→ Z

ND−−−−→ Z[D] g0−1−−−−→ Z[D] aug−−−−→ Z −→ 0

ϕ̄

y y ∥∥∥ ∥∥∥
0 −→ L×w(Lw) −−−−→ A −−−−→ Z[D] −−−−→ Z −→ 0y y

cok(ϕ̄) cok(ϕ̄)y y
0 0

(6)

Here,ϕ̄ is the composite ofϕ and the canonical mapL×w → L×w(Lw), andA denotes the
push-out ofϕ̄ andND. Since we assume that thev-adic valuation ofϕ(1)= εv is positive,ϕ̄
is indeed injective. In addition, this assumption ensures that cok(ϕ̄) is a finiteZ[D]-module.
Sinceϕ represents the local fundamental class, it is also of finite projective dimension.

75https://doi.org/10.1112/S1461157000000383 Published online by Cambridge University Press

https://doi.org/10.1112/S1461157000000383


Hilbert’s theorem132

We define objects ofDperf(Z[D]):
9• := [Z[D] g0−1−→ Z[D]],

9•w(L) := [A −→ Z[D]],
where the first terms are placed in degree 0. Then diagram (6) leads to a distinguished
triangle inDperf(Z[D]):

9• −→ 9•w(L) −→ cok(ϕ̄)[0]. (7)

Applying DetZ[D]( _ ) to (7) gives an equality

λL/K,w
(

DetZ[D](9•w(L)[1])
) = λw,ϕ̄(DetZ[D](9•[1])

)⊗Z[D]DetZ[D](cok(ϕ̄)[1]),
whereλw,ϕ̄ denotes the composite isomorphism(

DetZ[D](9•[1])
)⊗Q

∼−→ DetQ[D]
(
9•[1] ⊗Q

)
−→ DetQ[D](Q) ⊗Q[D] DetQ[D](Q)−1

Det(ϕ̄)⊗id−→ DetQ[D](L×w(Lw)⊗Q) ⊗Q[D] DetQ[D](Q)−1

Det(ϑw)⊗id−→ DetQ[D](Q) ⊗Q[D] DetQ[D](Q)−1

−→ (Q[D], 0).
A standard computation yields

λw,ϕ̄
(

DetZ[D](9•[1])
) = (( 1

|D|wP(ϕ(1))eD + (g0 − 1)(1− eD)
)

Z[D], 0
)

(8)

(see [4, Section 4.2] for a computation in a similar, but more complicated situation).
Therefore the main task in the computation ofI (v,L) is the computation of

detZ[D](cok(ϕ̄)[1])= FittZ[D](cok(ϕ̄))−1.
To that end, we first describe a procedure to compute a representation of the finiteZ[D]-

module cok(̄ϕ) of the form

cok(ϕ̄) = 〈a1〉 × . . .× 〈as〉, ord(ai) = mi, (9)

together with itsD-action, determined by a matrixS0 = S(g0) ∈ Mats,s(Z) such that

g0(a1, . . . , as)˜ = S0(a1, . . . , as) .̃ (10)

Here and in what follows,x˜means the transpose of a matrix or vectorx. Note that theith
column ofS0 is only defined modulomi .

In the next subsection we will then develop an algorithm which uses data of this kind to
compute the Fitting ideal of a finiteZ[D]-module.

We setF = LD, and we recall thatX′(v) = OF,(s)[D]θv∩OL withw | s | v (see Section
3.1). As in Proposition3.1, we set Lw = OKv [D]θv. Let pv andPw denote, respectively,
the valuation ideals inKv and inLw.

Lemma 3.5. There exists a positive integerm such thatPm ⊆ X′(v). For each suchm, one
hasPmw ⊆ Lw, and the natural map

α : X′(v)/Pm −→ Lw/P
m
w

is an isomorphism.
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Proof. Let q be the prime ofOF corresponding to the places. Let h be a positive integer
such thatqh = bOF , b ∈ OF . SinceOF [D]θv is of finite index inOL, there is a positive
integert such thatbtOL ⊆ OF,(s)[D]θv. HencePhtew/s ⊆ X′(v). BecauseKv = Fs , one
obviously hasPmw ⊆ Lw. The natural mapOL/Pm −→ OLw/P

m
w is an isomorphism.

Hence it suffices to show thatα is surjective. Letλθv ∈ Lw with λ ∈ OKv [D]. If we choose
µ ∈ OK [D] such thatλ− µ ∈ pmv , then

λθv = µθv + (λ− µ)θv ≡ µθv (modPmw).

We choosem minimal, subject to the condition of Lemma3.5. ThenUw/U
(m)
w '

(OL/P
m)×, and in addition

cok(ϕ̄) ' πZw × Uw/U(m)w

ϕ(1)Z × (1+Lw)/U
(m)
w

. (11)

We write ex: X′(v)/Pm −→ (OL/P
m)× for the truncated exponential map. Then (11)

together with Lemma (3.5) implies that

cok(ϕ̄) = πZw × (OL/Pm)×
ϕ(1)Z × ex(X′(v)/Pm)

. (12)

Remark 3.6. Let nv = wP(θv). Thev-adic exponential map is defined forα ∈ OL with
wP(α) > ew/(p − 1) by

exp(α) =
∞∑
n=0

αn

n! .

Our objective is to determineN ∈ N such thatwP(αn/n!) > m for all n > N . One
easily shows thatwp(n!) < n/(p − 1) (see [23, p. 49]), and it therefore suffices to take
N > m/(nv − ew/(p − 1)). Then we have

ex(α) =
N∑
n=0

αn

n! ∈
(
OL/P

m
)×
. (13)

We shall now describe how to apply Smith normal form (SNF) techniques to determine
generatorsa1, . . . , as as in (9) together with a matrixS0 that explicitly gives theD-action
on cok(ϕ̄). Using [11, Algorithm 4.2.21], we first compute a representation of(OL/P

m)×
of the form (

OL/P
m
)× = 〈b1〉 × . . .× 〈bt 〉, ord(bi) = ki . (14)

We setb0 := πw, and we computeA ∈ Matt+1,t+1(Z) such that

g0(b0, . . . , bt )˜ = A(b0, . . . , bt ) .̃

To achieve this, we apply Algorithm 4.2.24 of [11] to b1, . . . , bt , and we immediately
obtain rows 1 tot . For the computation of the first row, we apply [11, Algorithm 4.2.24] to
g0(πw)/πw. This leads to a matrixA of the form

A =




1 a01 · · · a0t
0 a11 · · · a1t
...

...
. . .

...

0 at1 · · · att


 . (15)

77https://doi.org/10.1112/S1461157000000383 Published online by Cambridge University Press

https://doi.org/10.1112/S1461157000000383


Hilbert’s theorem132

Without loss of generality, we may assume that the subgroup ex(X′(v)/Pm) is also generated
by t elements. Denote byc1, . . . , ct ∈ (OL/Pm)× a set of such generators, and setc0 :=
ϕ(1). Using the same techniques as for the computation ofA, we obtain a matrixB such
that

(c0, . . . , ct )˜ = B(b0, . . . , bt ) .̃ (16)

LetS = UBV withU,V ∈ Glt+1(Z)denote the SNF ofB. Letc andb denote the transposes
of (c0, . . . , ct ) and(b0, . . . , bt ), respectively. ThenUc = SV −1b and the components of
a := V −1b form a set of generators of cok(ϕ̄). The corresponding ordersmi = ord(ai) are
given by the diagonal elements ofS. Moreover, the action ofg0 on cok(ϕ̄) ona is explicitly
described byg0 · a = (V −1AV ) · a. Hence we haveS0 = V −1AV . Of course, we may
delete theith row and column inS0 if the diagonal elementsii of S equals 1.

3.4. Computation of Fitting ideals

In this subsection we letG denote any finite abelian group. LetC be a finiteZ[G]-module
given as a direct product

C = 〈c1〉 × . . .× 〈cs〉, ord(ci) = mi,
together with matricesA(g), g ∈ G, such that

g(c1, . . . , cs)˜ = A(g)(c1, . . . , cs) .̃

Note that theith column ofA(g) is only determined modulomi .
Our objective is to compute the Fitting ideal FittZ[G](C). LetG = {g1, . . . , gn}.

Step1. Compute the integer kernelN of the matrix

M =

A(g1)˜, . . . , A(gn)˜,

m1
. . .

ms


 .

Putm = ns, and letz1, . . . , zm denote aZ-basis ofN .

Step2. For z = (x1g1, . . . , xsg1, x1g2, . . . , xsg2, . . . , x1gn, . . . , xsgn, y1, . . . , ys) ∈
{z1, . . . , zm}, define an elementλz ∈ Z[G]s by

λz =
(

n∑
k=1

xigkgk

)
i=1,... ,s

.

Step3. Let� denote the set of all subsetsI ⊆ {1, . . . , m} of cardinalitys. For each subset
I ∈ �, computeδI := det(λzi )i∈I ∈ Z[G].

Step4. LetA denote the matrix defined by

(δI )I∈� = (g1, . . . , gn)A.

Compute the HNFH of A.

Step5. OutputH (the columns ofH correspond to aZ-basis of FittZ[G](C)).
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Proof of the correctness of the algorithm.Consider the epimorphism

π : Z[G]s −→ C,

(λ1, . . . , λs)˜ 7→
s∑
i=1

λici .

Let Q denote the kernel ofπ . By definition, the Fitting ideal ofC is generated by all
determinants ofs × s matrices with columns inQ. If we setλi = ∑n

k=1 xikgk, xik ∈ Z,
then one easily deduces that

λ = (λ1, . . . , λs)˜ ∈ Q ⇐⇒
n∑
k=1

s∑
i=1

A(gk)ij xik ≡ 0 (modmj), j = 1, . . . s.

Henceλ ∈ Q if and only if thexik are the firstm components of an integer solution of
the system of linear equations in Step 1. Therefore the elementsλz1, . . . , λzm of Step 2
constitute aZ-basis ofQ, so that the correctness of the algorithm is now immediate from
the definition of the Fitting ideal.

Remarks 3.7. (a) This naive approach is in fact very inefficient. As a consequence of
working entirely overZ, we must compute

(
ns
s

)
determinants ofs × s matrices overZ[G].

Possibly a more efficient approach is to use a set{b1, . . . , bt }, t 6 s, bi = ∑s
j=1 rij cj ,

of Z[G]-generators ofC in order to defineπ , as follows:

π : Z[G]t −→ C;

(λ1, . . . , λt )˜ 7→
t∑
i=1

λibi .

This leads to a smaller system of linear equations in Step 1, and in Step 3 one has only to
evaluate

(
tn
t

)
determinants oft × t matrices.

In applications, one often knows thatQ = ker(π) is Z[G]-projective. Moreover, for
small groupsG, the Picard group Pic(Z[G]) is often trivial, so thatQ is actually a free
Z[G]-module. It would be very desirable to have an algorithm (analogous to the HNF
algorithm overZ) that computes aZ[G]-basis in this case. A method that computes a small
set ofZ[G]-generators (without assuming the triviality of Pic(Z[G])) is described below in
Appendix A.

(b) For the computation of the determinants det(λij ), λij ∈ Q[G], we suggest comput-
ing the Wedderburn decomposition ofQ[G] explicitly, as follows:

ω : Q[G] '−→ K1× . . .×Kl, (17)

and then evaluating the determinants in the single components. This is easy, because we
can work over fields. Then one goes back toQ[G] viaω−1.

(c) If M denotes the maximalZ-order inQ[G], then

M ' OK1 × . . .×OKl .

Thus we can use the isomorphismω to compute the Fitting ideal

FittM(C⊗Z[G]M) = FittZ[G](C)⊗Z[G]M
= FittZ[G](C)M.
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Let e1, . . . , el denote the idempotents corresponding to the decomposition (17). Then

FittM(C⊗Z[G]M) =
l⊕
i=1

FitteiM(C⊗Z[G]eiM) and eiM ' OKi .

Thus we can use HNF techniques over Dedekind domains to compute the Fitting ideal over
the maximal order. Unfortunately, we could not find an algorithm that computes FittZ[G](C)
from knowledge of FittZ[G](C)M.

3.5. Computation ofρL/K(detZ[G](L))

The algorithm of Subsection3.1produces a finitely generated projectiveZ[G]-sublattice
L of L given by aZ-basisω1, . . . , ωm,m = [L : Q], ωi ∈ OL. We choose a normal basis
elementθ of L/K and aZ-basisν1, . . . , νk, k = [K : Q], of OK . Thenν1θ, . . . , νkθ is
aQ[G]-basis ofL.

In the first step of our procedure to computeρL/K(detZ[G](L)), we determine the matrix
A ∈ Matk,m(Q[G]) such that

(ω1, . . . , ωm) = (ν1θ, . . . , νkθ)A.

Let� denote the set of all subsetsI ⊆ {1, . . . , m} of cardinalityk, and writeai for theith
column ofA. For eachI ∈ �, we set

δI := det(ai)i∈I ,

and we compute the invertibleZ[G]-module

a = aθ,ν1,... ,νk := 〈δI : I ∈ �〉Z.
Then we have

ρL/K
(

detZ[G](L)
) = a · ρL/K(ν1θ ∧ . . . ∧ νkθ),

so that it remains to give an explicit expression forρL/K(ν1θ ∧ . . .∧νkθ). By the definition
of ρL/K , we obtain

ρL/K(ν1θ ∧ . . . ∧ νkθ)

=

∑
g∈G

τ̂g(ν1θ)g
−1



τ∈6(K)

∧ . . . ∧

∑
g∈G

τ̂g(νkθ)g
−1



τ∈6(K)

= det


∑
g∈G

τ̂g(νiθ)g
−1



τ ∈ 6(K)
i = 1, . . . , k

(w1 ∧ . . . ∧ wk) ,

wherew1, . . . , wk denotes the canonicalC[G]-basis ofC[G]k. Finally, we obtain

det


∑
g∈G

τ̂g(νiθ)g
−1



τ,i

= det(τ (νi))τ,i NK/Q(θ)

with the norm-resolvent

NK/Q(θ) :=
∏

τ∈6(K)

∑
g∈G

τ̂g(θ)g−1 ∈ C[G].
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Summing up, we have derived the following expression, which is very convenient for our
computational purposes:

ρL/K(detZ[G](L)) = a · det(τ (νi))τ ∈ 6(K)
i = 1, . . . , k

·NK/Q(θ).

Remarks 3.8. (a) For the computation ofa, the same remarks apply as for the computation
of Fitting ideals (see Remark3.7).

(b) We represent each elementλ of a as a column vectorv ∈ Qn with respect to theQ-
basis ofQ[G] consisting of the group elementsg1, . . . , gn. By clearing denominators and
applying the HNF algorithm, we may assume that the invertibleZ[G]-submodulea ⊆ Q[G]
is given in HNF.

3.6. Computation ofξL/K

Recall thatξL/K = τL/K∏v|dL
∗(−f−1

v ). If we write χ0 for the trivial character ofG,
then by [14, Chapter III, (2.1)], one has

τ
(
Q, indQK(χ)

)
= τ

(
Q, indQK(χ0)

)
τ(K, χ).

Furthermore, by [18, Chapter II, Theorem 8.1(iii)], we have

τ
(
Q, indQK(χ0)

)
= ± det(τ (νi))τ∈6(K),i=1,... ,k ,

where we continue to use the notation of Subsection3.5. Hence we have

ξL/K = ±

∏
v|dL

∗(−f−1
v )


 · det(τ (νi))τ,i ·

∑
χ∈Ĝ

τ (K, χ)eχ .

Finally, we apply [11, Algorithm 6.2.4 (4)] for the computation ofτ(K, χ).

3.7. Numerical verification of the conjecture

It is easily checked that the grading in the formulation of Conjecture (2.1) is correct, so
that the real task is to check the equality of the underlying invertibleZ[G]-modules. Hence
we have to verify that

ξL/K
−1 · ρL/K(detZ[G](L))

∏
v∈W(L/K)

I (v,L) = Z[G].

Summarizing the computations and results of the previous subsections, we see that this is
equivalent to proving that the invertibleZ[G]-submoduleλ · I ⊂ C[G], with

λ =

∏
v|dL

∗(−f−1
v )



−1
∑
χ∈Ĝ

τ (K, χ)eχ



−1

NK/Q(θ), (18)

and

I = a
∏

v∈W(L/K)

EL/K,v ·3w,ϕv · FittZ[Gv](cok(ϕ̄v))
−1, (19)
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is actually equal toZ[G]. Here, we writeϕv for the mapϕ constructed in Subsection3.2
for a fixed placev ∈ W(L/K), and3w,ϕv is defined by

3w,ϕv =
1

|Gv|wP(ϕv(1))eGv + (gv,0− 1)(1− eGv )
with 〈gv,0〉 = Gv (compare this to (8)). By definition,I is an invertibleZ[G]-submodule
of Q[G] for which we compute its HNF (see Remark3.9(b)). The elementλ lives a priori in
C[G], but from [15, Section 9, (i) and (ii)] one may actually deduce that it is an element
in Q[G]. Multiplying I by the scalarλ gives aZ[G]-submodule ofC[G], given by aZ-basis
λ1, . . . , λn ∈ C[G]. These elements are expected to be inZ[G]. If this is confirmed by the
results of our computation, we round off the coefficients of eachλi (see Remark3.9 (a))
and obtain elements̃λ1, . . . , λ̃n ∈ Z[G]. Then we compute the HNF of〈λ̃1, . . . , λ̃n〉Z, and
check whether〈λ̃1, . . . , λ̃n〉Z = Z[G]. If this holds true, Conjecture2.1 is verified up to
the precision of the computation.

Remarks 3.9. (a) In principle, it is possible to do all the computations exactly, so that
our algorithm would really prove the validity of Conjecture2.1for a given extensionL/K.
Indeed, the Galois Gauss sumsτ(K, χ) and also the coefficients ofNK/Q(θ) are algebraic
numbers, so that we could perform all the computations in a large enough number field.

(b) For the computation of the idealI , we need to know how to invert invertible ideals
M = 〈λ1, . . . , λn〉Z ⊆ Q[G]. Let b : Q[G] × Q[G] −→ Q denote the non-degenerate
bilinear form induced by

b(g, h) =
{

1, if gh = 1,

0, otherwise,

for g, h ∈ G. Then it is easily shown that

M−1 = {λ ∈ Q[G] | b(λ,M) ⊆ Z}.
ThereforeM−1 = 〈λ∗1, . . . , λ∗n〉Z, whereλ∗1, . . . , λ∗n denotes the dual basis ofλ1, . . . , λn
with respect tob.

4. An example

The algorithm described in Section 3 was implemented under PARI-GP [1], Version
2.0.20, for cyclic extensionsL/K of odd prime degreel of a real quadratic number fieldK.
For simplicity we also assumed that the class number ofK is trivial. We describe an explicit
example. All the computations were done with a real precision of 28 significant digits. Let
K = Q(

√
3), and setω = √3. We letf = p30p1 with

p0 = (ω), p1 = (5).
The PARI functionbnrinit computes the ray class group clf(K), which is of order 36,
generated by two elements[g1] and[g2], whereg1 = (1+ 6ω), g2 = (11), ord([g1]) = 12
and ord([g2]) = 3. We letL denote the class field corresponding to the subgroupH =
〈3[g1], [g1] + [g2]〉. ThenL has conductorf. We use the PARI-routinebnrstark to
compute the defining polynomial

h(x) = x6− 30x4− 10x3+ 225x2+ 150x − 275.

Let α denote a root ofh, so thatL = Q(α).
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By applyingbnfinit, we obtain the ring of integers, the ideal class group and a system
of fundamental units forL. The class number ofL is 1.

We letc0 = g1 be a fixed representative of clf(K)/H , and we usenfgaloisconj to
computeG = Gal(L/K). It is absolutely essential for the subsequent computations that
we chooseg0 ∈ G such that(c0, L/K) = g0. In this specific example,g0 is given by the
substitution

α← 1

5
α5− 2

5
α4− 5α3+ 8α2+ 24α − 20.

If we carry out the algorithm of Subsection3.1, we obtain aZ[G]-projective sublattice
L ⊆ L, which is given byL = OK [G]θv, whereθv = 3α+ 3 is a normal basis element
satisfying the valuation condition of Step 1 at the only wildly ramified placev = p0 ∈
W(L/K).

As described in Subsection3.2, we fix a mapϕv : Z −→ L×w by settingϕv(1) =
−2ω + 3. The main effort of the whole computation is now the determination of
FittZ[G](cok(ϕ̄v)). We easily check thatP12 ⊆ OK [G]θv, so that we may takem = 12. By
applyingidealstar, we obtain a representation of (OL/Pm)× as in (14), with

b1 = −2

5
α5− 1

10
α4+ 1

5
α3− 1

9
2α2− 3

2
α + 1;

b2 = α2+ 2α + 2;
b3 = 1

10
α5+ 1

5
α3+ 5

2
α2+ 3

2
α + 9

2
;

b4 = −2

5
α5+ 1

5
α4− 1

10
α3+ 3α2− 7

2
α − 7

2
;

b5 = −3

10
α5− 3

10
α4− 3

10
α3− 3

2
α − 2;

b6 = −3

10
α5− 3

10
α4− 3

10
α3− 9

2
α − 2.

The corresponding orders arek1 = 54,k2 = 9, k3 = 9, k4 = 9, k5 = 3 andk6 = 3. As a
uniformizing element forP, we use

πw = 1

10
α4+ 1

5
α3− 3

2
α2− 3

2
α + 4,

and we setb0 := πw. Using the PARI-functionideallog, we compute the matrix A of
(15), which is given by

A =




1 48 7 6 0 1 2
0 7 2 3 4 1 2
0 36 4 8 3 0 2
0 18 6 1 6 0 0
0 18 6 8 7 1 1
0 0 0 6 0 1 0
0 18 6 0 3 0 1



.

The finite groupOK [G]θv/Pm is of order 27, and we useN = 4 for the computation
of the truncated exponential map. Computing the SNF of the matrixB of (16), we get
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S = diag(54, 9,9,3,3,1,1) and

S0 =




13 4 0 0 1
30 7 3 0 1
0 2 4 1 0
18 6 6 1 1
36 6 0 0 1


 ,

as described at the end of Subsection3.3.
The Fitting ideal algorithm of Subsection3.4produces

H =

 54 27 27

0 27 0
0 0 27


 ,

where the columns ofH correspond to group ring elements ofZ[G] with respect to the
basis 1, g0, g2

0.
For the computation ofρL/K(detZ[G](L)), we useν1 = 1, ν2 = ω andθ = θv. This

choice leads to the invertibleZ[G]-submodulea = Z[G]. For the extensionŝτ1 andτ̂2 of
τ1 = id andτ2 :

√
d 7→ −√d, we choose the embeddings ofL into C uniquely determined

by

τ̂1 : α 7→ −4.232158344254195574103447999,

τ̂2 : α 7→ −2.313012978428015564785340824.

Then we obtain

NK/Q(θ) = 810.0178076311728417523371276

+255.9451754435894942208957510· g0

+(−785.3707522486042144217865714) · g2
0.

The evaluation of the Gauss sums leads to

τL/K

= (39.72195711957161110837690214− 0.000000000000000000000000006i)

+(−57.93376464235323203298628389+ 0.000000000000000000000000014i) · g0

+(21.67590913791937551166427443− 0.000000000000000000000000007i)· g2
0.

The quotientλ := NK/Q(θ)/ξL/K , which is known to be rational, is then given by

λ = (26.99999999999999999999999999+ 0.000000000000000000000000000i)

+(35.99999999999999999999999998+ 0.000000000000000000000000001i)· g0

+(17.99999999999999999999999999− 0.000000000000000000000000002i) · g2
0,

and for theZ[G]-submoduleI of (19) we obtain

I =
〈
1

9
,

1

9
g0,

1

243

(
19+ 10g0 + g2

0

)〉
Z

.

Finally, we computeλI , which is given by theZ-generators

2.99999. . .+ 3.99999. . .g0 + 1.99999. . .g2
0;

1.99999. . .+ 2.99999. . .g0 + 3.99999. . .g2
0;

2.99999. . .+ 3.99999. . .g0 + 2.99999. . .g2
0.
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As predicted by Conjecture2.1, all the coefficients are approximately rational integers. To
simplify the presentation of these numerical results, we have given only 6 decimal digits. In
fact, the computation produced group ring elements whose coefficients agree with rational
integers in the first 27 decimal digits. If we round off and compute the HNF, we finally see
thatλI = Z[G], and we have thus numerically verified Conjecture2.1.

The algorithm has been applied to many more examples, each time establishing the
validity of Conjecture2.1; seeAppendix Bfor the numerical results.

Acknowledgements.I am very grateful to D. Kusnezow, who implemented the algorithm
under PARI-GP, and to M. Breuning, for his careful reading of this manuscript. This work
was supported by a DFG grant.

Appendix A. Small generating sets forZ[G]-lattices

byD. Kusnezow

LetG denote an abelian group of ordern. In this appendix, we address the problem of
computing a small set ofZ[G]-generators of aZ[G]-sublatticeM ⊆ Z[G]s , s ∈ N.

Let Ĝ denote the group of abelian characters ofG. The absolute Galois group� =
Gal(Qc/Q) acts onĜ, and theQ[G]-irreducible characters are parametrized by the�-
orbits ofĜ. If we setQ(χ) := Q(χ(G)), then the orbit of an abelian characterχ is given
by [χ ] := {χω | ω ∈ Gal(Q(χ)/Q)}. We choose a set{χ1, . . . , χr} of representatives of
Ĝ modulo the action of�. For eachχ ∈ Ĝ, we extendχ by linearity toQ[G], and we fix
an isomorphism

ω : Q[G] −→
r⊕
i=1

Q(χi), λ 7→ (χi(λ))i .

Note thatω depends on the choice ofχ1, . . . , χr .
The primitive idempotents ofQ[G] are then given byei = ∑ψ∈[χi ] eψ , i = 1, . . . , r,

whereeψ denotes the usual idempotent associated to the absolutely irreducible characterψ .
The strategy for our algorithm is to adapt the Hermite normal form (HNF) algorithm

overZ. As a first step, we develop a method that will replace the Euclidean algorithm.

Algorithm A.1. Given aZ[G]-idealI = 〈λ1, . . . , λm〉Z[G] ⊆ Z[G], this algorithm com-
putes a set of generatorsV for I of cardinality 2r.

Step1. Perform the HNF-algorithm overZ to obtain at mostn Z-generators forI . Set
K ← I , V ← ∅ andi ← 1.

Step2. Compute a two-element representation of theOQ(χi )-idealχi(K),χi(K) = (a, b),
and letα, β ∈K be such thatχi(α) = a andχi(β) = b. SetV ← V ∪ {α, β}.

Step3. If i = r terminate the algorithm. Ifi < r, compute the kernel ofχi :K → OQ(χi )
and setK ← ker(χi), i ← i + 1. Go to Step 2.

Remarks A.1. (a) In Step 2, one could also check whetherχi(K) is principal. This leads to
a generating setV with |V| < 2r (note that for the trivial characterχ0 one hasQ(χ0) = Q).
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(b) To compute the kernel ofχi in Step 3, one has to compute the integer kernel of a
system of linear equations arising fromλ ∈ ker(χi) ⇐⇒ λei = 0. Applying the HNF
algorithm overZ, we may assume that in each iterationK is given by at mostnZ-generators.

(c) Sinceχi : Z[G] → OQ(χi ) is surjective, it follows that in Step 2 one hasK =
〈α, β〉Z[G] + ker(χi). This proves the correctness of the algorithm.

Now letM ⊆ Z[G]s , s > 0, be aZ[G]-module. Using HNF techniques overZ, we may
always assume thatM is given byZ[G]-generatorsm1, . . . , mk ∈ Z[G]s with k 6 ns.
Let mj = (λ1j, . . . , λsj )˜ with λij ∈ Z[G]. We will always identifyM with the matrix
(m1, . . . , mk).

Algorithm A.2. GivenM as above, this algorithm computes a set ofZ[G]-generators
m̄1, . . . , m̄N of M with N 6 2rs.

Step1. Seti ← s, M̄ ← ∅ andA ← M. (We always identifyA = (aij ) with theZ[G]-
module generated by the columns ofA.)

Step2. SetI ← 〈ai1, . . . , aik〉Z[G] and apply AlgorithmA.1 to compute a setµ1, . . . , µt
of Z[G]-generators ofI with t 6 2r.

Step3. Computeā1, . . . , āt ∈ A such thatāij = µj , j = 1, . . . , t, and setM̄ ←
{ā1, . . . , āt } ∪ M̄.

Step4. For j = 1, . . . , k representaij as a linear combination of thēaiv = µv, v =
1, . . . , t as follows:

aij =
t∑

v=1

ξvāiv, ξv ∈ Z[G],

and eliminate theith row inA by elementary column operations.

Step5. If i = 1, terminate the algorithm. Otherwise, seti ← i − 1 and go to Step 2.

Remarks A.2. (a) AlgorithmA.2 produces a matrixM̄ in the following block form.


∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗
0 0 · ∗ ∗ ∗
0 0 0 · ∗ ∗ ∗
0 0 0 0 · ∗ ∗ ∗
0 0 0 0 0 ∗ ∗ ∗




In addition, each of thes blocks has at most 2r columns.
Applying AlgorithmA.2 to the module〈λz1, . . . , λzm〉Z[G] arising in Step 2 of the Fitting

ideal algorithm of Section3.4 enormously reduces the number of determinants that have
to be computed in Step 3 of that algorithm. Even without considering the special form of
the new generating system, we have only to evaluate at most

(2rs
s

)
determinants (compare

Remark3.7(a)).
(b) For the computation of̄a1, . . . , āt in Step 3 of AlgorithmA.2, we need to find a

representation of the formµj = ∑k
v=1 xvaiv, xv ∈ Z[G] for eachj = 1, . . . , t. Then

āj = ∑k
v=1 xvav. This leads to a system of linear equations with integral coefficients, for

which we compute an integral solution.
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Appendix B. Numerical computations

This appendix contains the PARI sources of our implementation of the algorithm de-
scribed in Section3, and also a file of examples to which it was applied. These files may
be found at

http://www.lms.ac.uk/jcm/6/lms2002-021/appendix-b.
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