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#### Abstract

A duality formula is found for coalescing Brownian motions on the real line. It is shown that the joint distribution of a coalescing Brownian motion can be determined by another coalescing Brownian motion running backward. This duality is used to study a measure-valued process arising as the high density limit of the empirical measures of coalescing Brownian motions.


## 1 Introduction

The duality concerned in this paper is the duality between the martingale problems for two Markov processes (see section 4.4 of [6]). It can be loosely described as follows: processes $X$ and $Y$ are dual to each other with respect to a dual function $f$ defined over an appropriate space if $\mathbb{P}\left[f\left(X_{t} ; Y_{0}\right)\right]=\mathbb{P}\left[f\left(X_{0} ; Y_{t}\right)\right], t>0$. Under such a dual relationship problems concerning one process can be transformed into problems concerning the other. It has been a powerful technique in the study of certain stochastic systems. For example, the voter model is dual to systems of coalescing random walks. This coalescing duality plays a central role in the analysis of the voter model (see [10]). Dualities are also used intensively in the study of measure-valued stochastic processes such as superprocesses, stepping-stone models and interactive Fleming-Viot processes. A prime application of dualities in those models is to prove the uniqueness of a solution to a desired martingale problem. We refer to [4, 12] for literatures therein on details in this respect.

Coalescing Brownian motion was first studied in [1] and [8], where infinite systems of coalescing Brownian motions later called coalescing Brownian flows were considered. Recently, results were obtained in [13] concerning two families of interacting Brownian motions with one family of Brownian motions running forward and the other running backward. In such a stochastic system coalescing occurs among the Brownian motions running in the same direction and reflecting occurs among those in the opposite direction. The proofs were based on discrete approximations. The duality plays an important role in all the above mentioned work.

Coalescing Brownian motion is interesting because it captures the interactions between Brownian motions. It also serves as the dual process of other measure-valued Markov processes. For example, systems of coalescing Brownian motions are used to

[^0]define and study the continuous sites stepping-stone models with Brownian migration (see $[7,5]$ ).

The coalescing Brownian motion considered in this paper can be described intuitively as follows. An $n$-dimensional coalescing Brownian motion $\hat{\mathbf{X}}=\left(\hat{X}_{1}, \ldots, \hat{X}_{n}\right)$ is a system of $n$ indexed interactive Brownian motions. Each process $\hat{X}_{i}$ evolves according to a one-dimensional Brownian motion, independent of the others, until two of them meet. Once $\hat{X}_{i}$ and $\hat{X}_{j}, 1 \leq i<j \leq n$, first meet, $\hat{X}_{j}$ assumes the value of $\hat{X}_{i}$ after that, and we say the $j$-th process is attached to the $i$-th process which is still free. The system then evolves in the same fashion. A rigorous definition of the coalescing Brownian motion is postponed to Section 2.

In this paper we are going to propose another duality on the coalescing Brownian motions. Theorem 1.1, the main result of this paper, concerns a duality involving two systems of coalescing Brownian motions. Some notations are needed before we are ready to introduce this result.

Given a positive integer $n$, let $\mathcal{P}_{n}$ denote the set of ordered partitions of $\mathbb{N}_{n}:=$ $\{1, \ldots, n\}$. That is, an element $\pi$ of $\mathcal{P}_{n}$ is a collection $\pi=\left\{A_{1}(\pi), \ldots, A_{h}(\pi)\right\}$ of subsets of $\mathbb{N}_{n}$ with the property that $\bigcup_{i} A_{i}(\pi)=\mathbb{N}_{n}$ and all the integers contained in $A_{i}(\pi)$ are smaller than those in $A_{j}(\pi)$ for $i<j$. The sets $A_{1}(\pi), \ldots A_{h}(\pi)$ are the blocks of the ordered partition $\pi$ and $h$ is the length of $\pi$, which is denoted by $l(\pi)$.

Theorem 1.1 Suppose that $\hat{\mathbf{X}}=\left(\hat{X}_{1}, \ldots, \hat{X}_{n}\right)$ is an $n$-dimensional coalescing Brownian motion with $\hat{\mathbf{X}}(0)=\left(x_{1}, \ldots, x_{n}\right), x_{1}<\cdots<x_{n}$. Then for any $\pi \in \mathcal{P}_{n}$ and any $\left(y_{1}, \ldots, y_{2 l(\pi)}\right), y_{1}<\cdots<y_{2 l(\pi)}$, we have

$$
\begin{equation*}
\mathbb{P}\left\{\bigcap_{j=1}^{l(\pi)} \bigcap_{i \in A_{j}}\left\{\hat{X}_{i}(t) \in\left(y_{2 j-1}, y_{2 j}\right)\right\}\right\}=\mathbb{P}\left\{\bigcap_{j=1}^{l(\pi)} \bigcap_{i \in A_{j}}\left\{x_{i} \in\left(\hat{Y}_{2 j-1}(t), \hat{Y}_{2 j}(t)\right)\right\}\right\} \tag{1.1}
\end{equation*}
$$

where $\hat{\mathbf{Y}}=\left(\hat{Y}_{1}, \ldots, \hat{Y}_{2 l(\pi)}\right)$ is a $2 l(\pi)$-dimensional coalescing Brownian motion with $\hat{\mathbf{Y}}(0)=\left(y_{1}, \ldots, y_{2 l(\pi)}\right)$.

With this duality the joint distribution of one coalescing Brownian motion can be expressed in terms of the distribution of random intervals driven by another coalescing Brownian motion running backward. The coalescing Brownian motion could be thought as self dual in this sense. There is no interaction between the two coalescing Brownian motions. To the authors' knowledge such a duality has not been pointed out even in the setting of coalescing simple random walks.

There are standard ways to show a dual relationship between two martingale problems (e.g., see section 4.4 of [6]). But in general, to be able to apply Ito's formula, only smooth functions are chosen as the dual functions, which is not the case in our duality. To overcome this technical difficulty we adopt a modification of the standard approach. We first obtain approximate dualities with respect to smoothing functions of the original dual function. We then take a limit to reach the exact duality. Such an approach seems to be of independent interest. It could serve as a prototype for showing other dual relationships involving interacting Brownian motions.

A probability-measure-valued process is studied later in this paper. Such a process $Z$ arises as the high density limit of the empirical measures of coalescing Brownian
motions. In Theorem 3.5 we are going to show that this $M_{1}(\mathbb{R})$-valued process $Z$ solves the following Martingale problem:

$$
M_{t}(\phi):=Z_{t}(\phi)-Z_{0}(\phi)-\frac{1}{2} \int_{0}^{t} Z_{s}\left(\phi^{\prime \prime}\right) d s, t \geq 0, \phi \in C^{2}(\mathbb{R})
$$

is a martingale with quadratic variation process

$$
\langle M(\phi)\rangle_{t}=\int_{0}^{t} d s \int_{\Delta} \phi^{\prime}(x) \phi^{\prime}(y) Z_{s}(d x) Z_{s}(d y)
$$

where $\Delta:=\{(x, x): x \in \mathbb{R}\}$. An interesting feature of this martingale problem is that its solution is not unique.

Since the above mentioned martingale problem is not well posed, coalescing duality (1.1) plays a crucial role in characterizing and analyzing the process $Z$. The uniqueness of $Z$ is justified in Theorem 3.3 using the coalescing duality (1.1). It can be shown that the marginal distribution of $Z$ is determined by systems of coalescing Brownian motions. The same duality is also applied to show that $Z$ is a Markov process and it only takes values of measures with discrete supports. Some of the arguments there have the flavor of the proof in Theorem 4.4.2 of [6].

The paper is arranged as follows. After an introduction of the main results in Section 1, we proceed to prove the coalescing duality in Section 2. Then the duality is applied to study the measure valued process $Z$ in Section 3.

## 2 Coalescing Duality

The ordered partitions in $\mathcal{P}_{n}$ can be used to keep track of interactions in a $n$-dimensional coalescing Brownian motion at a time. Given $\pi \in \mathcal{P}_{n}$, each block in $\pi$ corresponds to a free process. The block contains the index of that free process and indices of all the other processes attached to it. One can think of the ordered partition $\pi$ as an equivalence relation on $\mathbb{N}_{n}$ and write $i \sim_{\pi} j$ if $i$ and $j$ belong to the same block of $\pi \in \mathcal{P}_{n}$. Let

$$
a_{\pi}(i):=\min \left\{1 \leq j \leq n: i \sim_{\pi} j\right\}, \quad 1 \leq i \leq n
$$

and

$$
a_{i}(\pi):=\min A_{i}(\pi), \quad 1 \leq i \leq l(\pi)
$$

Then $a_{\pi}(i)$ is just the index of the free process to which the $i$-th process is attached. $a_{1}(\pi), \ldots, a_{l(\pi)}(\pi)$ are all the indices of the free processes at an increasing order.

For $\pi^{\prime} \in \mathcal{P}_{n}$, write $\pi \prec \pi^{\prime}$ or $\pi^{\prime} \succ \pi$ if $\pi^{\prime}$ is obtained by merging some of the blocks in $\pi$. Write $\pi \preceq \pi^{\prime}\left(\pi^{\prime} \succeq \pi\right)$ if $\pi \prec \pi^{\prime}\left(\pi^{\prime} \succ \pi\right)$ or $\pi^{\prime}=\pi$. The history of interactions in a coalescing Brownian can be specified by a sequence of ordered partitions $\pi_{1} \prec \pi_{2} \prec \cdots \prec \pi_{k}$.

Given $\pi \in \mathcal{P}_{n}$, we can define an $l(\pi)$-dimensional subspace $\mathbb{R}_{\pi}^{n}$ of $\mathbb{R}^{n}$ by identifying the coordinates with indices from the same block of $\pi$. More precisely,

$$
\mathbb{R}_{\pi}^{n}:=\left\{\left(x_{a_{\pi}(1)}, \ldots, x_{a_{\pi}(n)}\right): x_{a_{\pi}(i)} \in \mathbb{R}, 1 \leq i \leq n\right\}
$$

Put

$$
\hat{\mathbb{R}}_{\pi}^{n}:=\mathbb{R}_{\pi}^{n} \backslash \bigcup_{\pi^{\prime} \succ \pi} \mathbb{R}_{\pi^{\prime}}^{n}
$$

By definition $\mathbb{R}_{\pi}^{n} \cap \mathbb{R}_{\pi^{\prime}}^{n}=\varnothing$ for $\pi \neq \pi^{\prime}$. $\hat{\mathbb{R}}_{\pi}^{n}$ will serve as the effective state space of the coalescing Brownian motion when the coalescing interaction is determined by $\pi$.

When the coalescing interaction is determined by $\pi$, the $n$-dimensional coalescing Brownian motion is essentially an $l(\pi)$-dimensional process. Define $J_{\pi}\left(x_{1}, \ldots, x_{n}\right)$ $:=\left(x_{a_{1}(\pi)}, \ldots, x_{a_{l(\pi)}(\pi)}\right),\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}_{\pi}^{n}$. Notice that $J_{\pi}$ is a bijection between $\mathbb{R}_{\pi}^{n}$ and $\mathbb{R}^{l(\pi)}$.

For example,

$$
\begin{aligned}
& \mathbb{R}_{\{\{1,2\},\{3,4\}\}}^{4}=\left\{\left(x_{1}, x_{1}, x_{2}, x_{2}\right): x_{1}, x_{2} \in \mathbb{R}\right\}, \\
& \hat{\mathbb{R}}_{\{\{1,2\},\{3,4\}\}}^{4}=\left\{\left(x_{1}, x_{1}, x_{2}, x_{2}\right): x_{1}, x_{2} \in \mathbb{R}, x_{1} \neq x_{2}\right\}
\end{aligned}
$$

and

$$
J_{\{\{1,2\},\{3,4\}\}}\left(x_{1}, x_{1}, x_{2}, x_{2}\right)=\left(x_{1}, x_{2}\right)
$$

Write

$$
\mathbb{R}_{0}^{n}:=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: x_{1} \leq \cdots \leq x_{n}\right\}
$$

and

$$
\mathbb{R}_{1}^{n}:=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: x_{1}<\cdots<x_{n}\right\} .
$$

Given an $n$-dimensional Brownian motion $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$ starting from $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}_{1}^{n}$, the $n$-dimensional coalescing Brownian motion $\hat{\mathbf{X}}=\left(\hat{X}_{1}, \ldots, \hat{X}_{n}\right)$ can be constructed from $\mathbf{X}$ inductively as follows. Suppose that times $0=: \tau_{0} \leq \cdots \leq$ $\tau_{k} \leq \infty$ and partitions $\{\{1\}, \ldots,\{n\}\}=: \pi_{0} \prec \cdots \prec \pi_{k} \preceq\{\{1, \ldots, n\}\}$ have already been defined and $\hat{\mathbf{X}}$ has been defined on $\left[0, \tau_{k}\right)$. If $\pi_{k}=\{\{1, \ldots, n\}\}$, then $\hat{\mathbf{X}}_{t}=\left(X_{1}(t), \ldots, X_{1}(t)\right)$ for $t \geq \tau_{k}$. Otherwise, let $\pi_{k}=\left\{A_{1}\left(\pi_{k}\right), \ldots, A_{l\left(\pi_{k}\right)}\left(\pi_{k}\right)\right\}$. Put

$$
\begin{equation*}
\tau_{k+1}:=\inf \left\{t>\tau_{k}: \exists i, X_{a_{i}\left(\pi_{k}\right)}(t)=X_{a_{i+1}\left(\pi_{k}\right)}(t)\right\} . \tag{2.1}
\end{equation*}
$$

Suppose that $X_{a_{i}\left(\pi_{k}\right)}\left(\tau_{k+1}\right)=X_{a_{i+1}\left(\pi_{k}\right)}\left(\tau_{k+1}\right)$ for some $1 \leq i<l\left(\pi_{k}\right)$; then define

$$
\begin{align*}
\pi_{k+1} & :=\left\{A_{1}\left(\pi_{k+1}\right), \ldots, A_{l\left(\pi_{k}\right)-1}\left(\pi_{k+1}\right)\right\}  \tag{2.2}\\
A_{r}\left(\pi_{k+1}\right) & := \begin{cases}A_{r}\left(\pi_{k}\right), & \text { for } 1 \leq r<i, \\
A_{i}\left(\pi_{k}\right) \cup A_{i+1}\left(\pi_{k}\right), & \text { for } r=i \\
A_{r+1}\left(\pi_{k}\right), & \text { for } i<r \leq l\left(\pi_{k}\right)-1,\end{cases}
\end{align*}
$$

and $\hat{\mathbf{X}}(t):=\left(X_{a_{\pi_{k}}(1)}(t), \ldots, X_{a_{\pi_{k}}(n)}(t)\right)$ for $\tau_{k} \leq t<\tau_{k+1}$.
When the starting point is not in $\mathbb{R}_{1}^{n}$, the $n$-dimensional coalescing Brownian motion can be defined similarly.

One can easily see that $\hat{\mathbf{X}}$ is an $n$-dimensional continuous martingale with quadratic variations

$$
\left\langle\hat{X}_{i}, \hat{X}_{j}\right\rangle_{t}= \begin{cases}t, & i=j \\ t-T_{i j} \wedge t, & i \neq j\end{cases}
$$

where $T_{i j}:=\inf \left\{t \geq 0: \hat{X}_{i}(t)=\hat{X}_{j}(t)\right\}$.
$\mathcal{F}_{t}^{\hat{\mathbf{X}}}$ denotes the $\sigma$-field generated by $\hat{\mathbf{X}}$. Write $C_{b}^{2}\left(\mathbb{R}^{n}\right)$ for the collection of functions on $\mathbb{R}^{n}$ with bounded first and second partial derivatives. Define an operator $L$ on $C_{b}^{2}\left(\mathbb{R}^{n}\right)$ by

$$
\begin{equation*}
L f(\mathbf{x}):=\frac{1}{2} \sum_{\pi \in \mathcal{P}_{n}} 1_{\hat{\mathbb{R}}_{\pi}^{n}}(\mathbf{x}) \Delta_{l(\pi)}\left(f \circ J_{\pi}^{-1}\right)\left(J_{\pi}(\mathbf{x})\right), f \in C_{b}^{2}\left(\mathbb{R}^{n}\right), \mathbf{x} \in \mathbb{R}_{0}^{n} \tag{2.3}
\end{equation*}
$$

where $\Delta_{d}$ denotes the $d$-dimensional Laplacian operator. The next lemma gives the generator of the coalescing Brownian motion.

Lemma 2.1 Let $\hat{\mathbf{X}}$ be an n-dimensional coalescing Brownian motion such that $\hat{\mathbf{X}}(0) \in$ $\mathbb{R}_{1}^{n}$. Then for any $f \in C_{b}^{2}\left(\mathbb{R}^{n}\right), f(\hat{\mathbf{X}}(t))-\int_{0}^{t} L f(\hat{\mathbf{X}}(s)) d$ s is an $\mathcal{F}_{t}^{\hat{\mathbf{X}}}$-martingale.

Proof Given $f \in C_{b}^{2}\left(\mathbb{R}^{n}\right)$, applying Ito's formula we have

$$
\begin{align*}
f(\hat{\mathbf{X}}(t)) & -f(\hat{\mathbf{X}}(0))  \tag{2.4}\\
= & \frac{1}{2} \sum_{i, j=1}^{n} \int_{0}^{t} \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}(\hat{\mathbf{X}}(s)) d\left\langle\hat{X}_{i}, \hat{X}_{j}\right\rangle_{s}+\sum_{i=1}^{n} \int_{0}^{t} \frac{\partial f}{\partial x_{i}}(\hat{\mathbf{X}}(s)) d \hat{X}_{i}(s) \\
= & \frac{1}{2} \sum_{i, j=1}^{n} \sum_{\pi \in \mathcal{P}_{n}} \int_{0}^{t} 1_{\mathbb{R}_{\pi}^{n}}(\hat{\mathbf{X}}(s)) \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}(\hat{\mathbf{X}}(s)) d\left\langle\hat{X}_{i}, \hat{X}_{j}\right\rangle_{s}+\sum_{i=1}^{n} \int_{0}^{t} \frac{\partial f}{\partial x_{i}}(\hat{\mathbf{X}}(s)) d \hat{X}_{i}(s) \\
= & \frac{1}{2} \sum_{\pi \in \mathcal{P}_{n}} \sum_{k=1}^{l(\pi)} \sum_{i, j \in A_{k}(\pi)} \int_{0}^{t} 1_{\hat{R}_{\pi}^{n}}(\hat{\mathbf{X}}(s)) \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}\left(\hat{X}_{a_{\pi}(1)}(s), \ldots, \hat{X}_{a_{\pi}(n)}(s)\right) d s \\
& +\sum_{i=1}^{n} \int_{0}^{t} \frac{\partial f}{\partial x_{i}}(\hat{\mathbf{X}}(s)) d \hat{X}_{i}(s) \\
= & \frac{1}{2} \sum_{\pi \in \mathcal{P}_{n}} \int_{0}^{t} 1_{\hat{R}_{\pi}^{n}}(\hat{\mathbf{X}}(s)) \Delta_{l(\pi)}\left(f \circ J_{\pi}^{-1}\right)\left(J_{\pi}(\hat{\mathbf{X}}(s))\right) d s+\sum_{i=1}^{n} \int_{0}^{t} \frac{\partial f}{\partial x_{i}}(\hat{\mathbf{X}}(s)) d \hat{X}_{i}(s) \\
= & \int_{0}^{t} L f(\hat{\mathbf{X}}(s)) d s+\sum_{i=1}^{n} \int_{0}^{t} \frac{\partial f}{\partial x_{i}}(\hat{\mathbf{X}}(s)) d \hat{X}_{i}(s) .
\end{align*}
$$

Hence, $f(\hat{\mathbf{X}}(t))-\int_{0}^{t} L f(\hat{\mathbf{X}}(s)) d s$ is an $\mathcal{F}_{t}^{\hat{\mathbf{X}}}$-martingale.
Define

$$
\mathcal{P}_{2 m}^{*}:=\left\{\pi \in \mathcal{P}_{2 m}: a_{\pi}(2 i)=2 i, a_{\pi}(2 i+1)=2 i \text { or } 2 i+1,1 \leq i \leq m-1\right\}
$$

i.e., each $\pi^{*} \in \mathcal{P}_{2 m}^{*}$ is obtained by merging the $\{2 i\}$ and the $\{2 i+1\}$ blocks in $\pi_{0}$ for some $1 \leq i \leq m$. For example,

$$
\begin{aligned}
\mathcal{P}_{6}^{*}=\{\{\{1\},\{2\}, & \{3\},\{4\},\{5\},\{6\}\},\{\{1\},\{2,3\},\{4\},\{5\},\{6\}\} \\
& \{\{1\},\{2\},\{3\},\{4,5\},\{6\}\},\{\{1\},\{2,3\},\{4,5\},\{6\}\}\} .
\end{aligned}
$$

Given $\pi=\left\{A_{1}(\pi), \ldots, A_{l(\pi)}(\pi)\right\} \in \mathcal{P}_{n}$, for any $\mathbf{x} \in \mathbb{R}^{n}$ and $\mathbf{y} \in \mathbb{R}_{0}^{2 l(\pi)}$, define

$$
f_{\sigma \pi}(\mathbf{x} ; \mathbf{y}):=\prod_{j=1}^{l(\pi)} \prod_{i \in A_{j}(\pi)} \int_{y_{2 j-1}}^{y_{2 j}} \phi_{\sigma}\left(z-x_{i}\right) d z
$$

where $\phi_{\sigma}$ denotes the density function of the normal distribution with mean 0 and variance $\sigma^{2}$. Write $\phi:=\phi_{1}$. It is easily seen that $f_{\sigma \pi}(\mathbf{x} ; \mathbf{y})$ is a smoothing of the function $f(\mathbf{x} ; \mathbf{y}):=\prod_{j=1}^{l(\pi)} \prod_{i \in A_{j}} 1_{\left(y_{2 j-1}, y_{2 j}\right)}\left(x_{i}\right)$.

For any $\theta \in \mathcal{P}_{n}, \vartheta \in \mathcal{P}_{2 l(\pi)}^{*}$ and $\mathbf{x}^{\prime} \in \mathbb{R}^{l(\theta)}, \mathbf{y}^{\prime} \in \mathbb{R}^{l(\vartheta)}$, let

$$
f_{\theta \vartheta}\left(\mathbf{x}^{\prime} ; \mathbf{y}^{\prime}\right):=f_{\sigma \pi}\left(J_{\theta}^{-1}\left(\mathbf{x}^{\prime}\right) ; J_{\vartheta}^{-1}\left(\mathbf{y}^{\prime}\right)\right)
$$

be a function on $\mathbb{R}^{l(\theta)+l(\vartheta)}$. For $\mathbf{y} \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)}$, define $f_{\theta \mathbf{y}} \in C\left(\mathbb{R}^{l(\theta)}\right)$ by

$$
f_{\theta \mathbf{y}}\left(\mathbf{x}^{\prime}\right):=f_{\theta \vartheta}\left(\mathbf{x}^{\prime} ; J_{\vartheta}(\mathbf{y})\right)=f_{\sigma \pi}\left(J_{\theta}^{-1}\left(\mathbf{x}^{\prime}\right) ; \mathbf{y}\right), \mathbf{x}^{\prime} \in \mathbb{R}^{l(\theta)}
$$

Similarly, for $\mathbf{x} \in \hat{\mathbb{R}}_{\theta}^{n}$, define $f_{\mathbf{x} \vartheta} \in C\left(\mathbb{R}^{l(\vartheta)}\right)$ by

$$
f_{\mathbf{x} \vartheta}\left(\mathbf{y}^{\prime}\right):=f_{\theta \vartheta}\left(J_{\theta}(\mathbf{x}) ; \mathbf{y}^{\prime}\right)=f_{\sigma \pi}\left(\mathbf{x} ; J_{\vartheta}^{-1}\left(\mathbf{y}^{\prime}\right)\right), \mathbf{y}^{\prime} \in \mathbb{R}^{l(\vartheta)}
$$

Given $\pi=\left\{A_{1}, A_{2}, \ldots, A_{l(\pi)}\right\}, \theta \in \mathcal{P}_{n}$ and $\vartheta \in \mathcal{P}_{2 l(\pi)}^{*}$, for any $\mathbf{x} \in \mathbb{R}^{n}$ and $\mathbf{y} \in \mathbb{R}^{2 l(\pi)}$, write

$$
G_{\theta \vartheta}(\mathbf{x} ; \mathbf{y}):=S_{\theta \vartheta}^{1}(\mathbf{x} ; \mathbf{y})+S_{\theta \vartheta}^{2}(\mathbf{x} ; \mathbf{y})+S_{\theta \vartheta}^{3}(\mathbf{x} ; \mathbf{y})+S_{\theta \vartheta}^{4}(\mathbf{x} ; \mathbf{y})
$$

where

$$
\begin{aligned}
& S_{\theta \vartheta}^{1}(\mathbf{x} ; \mathbf{y}):=\sum_{i=1}^{l(\theta)} \sum_{j=1}^{l(\pi)} \sum_{\substack{k, l \in A_{j}, k \neq l \\
a_{\theta}(k)=a_{i}(\theta)=a_{\theta}(l)}} \phi_{\sigma}\left(y_{a_{\vartheta}(2 j)}-x_{a_{i}(\theta)}\right) \phi_{\sigma}\left(y_{a_{\vartheta}(2 j-1)}-x_{a_{i}(\theta)}\right) \\
& S_{\theta \vartheta}^{2}(\mathbf{x} ; \mathbf{y})
\end{aligned} \quad=\sum_{i=1}^{l(\theta)} \sum_{\substack{1 \leq j, j^{\prime} \leq l(\pi) \\
j \neq j^{\prime}}} \sum_{\substack{k \in A_{j}, l \in A_{j^{\prime}} \\
a_{\theta}(k)=a_{i}(\theta)=a_{\theta}(l)}} \quad \begin{aligned}
& \\
& {\left[\phi_{\sigma}\left(y_{a_{\vartheta}(2 j)}-x_{a_{i}(\theta)}\right) \phi_{\sigma}\left(y_{a_{\vartheta}\left(2 j^{\prime}\right)}-x_{a_{i}(\theta)}\right)+\phi_{\sigma}\left(y_{a_{\vartheta}(2 j-1)}-x_{a_{i}(\theta)}\right) \phi_{\sigma}\left(y_{a_{\vartheta}\left(2 j^{\prime}-1\right)}-x_{a_{i}(\theta)}\right)\right.} \\
&+\phi_{\sigma}\left(y_{a_{\vartheta}(2 j)}-x_{a_{i}(\theta)}\right) \phi_{\sigma}\left(y_{a_{\vartheta}\left(2 j^{\prime}-1\right)}-x_{a_{i}(\theta)}\right) 1_{\left\{a_{\vartheta}(2 j) \neq a_{\vartheta}\left(2 j^{\prime}-1\right)\right\}} \\
&\left.+\phi_{\sigma}\left(y_{a_{\vartheta}(2 j-1)}-x_{a_{i}(\theta)}\right) \phi_{\sigma}\left(y_{a_{\vartheta}\left(2 j^{\prime}\right)}-x_{a_{i}(\theta)}\right) 1_{\left\{a_{\vartheta}(2 j-1) \neq a_{\vartheta}\left(2 j^{\prime}\right)\right\}}\right]
\end{aligned}
$$

$$
\begin{aligned}
& S_{\theta \vartheta}^{3}(\mathbf{x} ; \mathbf{y}):=\sum_{j=1}^{l(\pi)} \sum_{\substack{k, l \in A_{j} \\
a_{\theta}(k) \neq a_{\theta}(l)}}\left[\phi_{\sigma}\left(y_{a_{\vartheta}(2 j)}-x_{a_{\theta}(k)}\right) \phi_{\sigma}\left(y_{a_{\vartheta}(2 j)}-x_{a_{\theta}(l)}\right)\right. \\
&\left.+\phi_{\sigma}\left(y_{a_{\vartheta}(2 j-1)}-x_{a_{\theta}(k)}\right) \phi_{\sigma}\left(y_{a_{\vartheta}(2 j-1)}-x_{a_{\theta}(l)}\right)\right]
\end{aligned}
$$

and

$$
S_{\theta \vartheta}^{4}(\mathbf{x} ; \mathbf{y}):=\sum_{\substack{1 \leq j \leq l(\pi)-1 \\ a_{\vartheta}(2 j)=a_{\vartheta}(2 j+1)}} \sum_{\substack{k \in A_{j}, l \in A_{j+1} \\ a_{\theta}(k) \neq a_{\theta}(l)}} \phi_{\sigma}\left(y_{2 j}-x_{a_{\theta}(k)}\right) \phi_{\sigma}\left(y_{2 j}-x_{a_{\theta}(l)}\right)
$$

We remark that we have suppressed the dependence of both $\sigma$ and $\pi$ in the definitions of $f_{\theta \vartheta}, f_{\mathbf{x} \vartheta}, f_{\theta \mathbf{y}}$ and $G_{\theta \vartheta}$.

One can verify that for any $\mathbf{x} \in \hat{\mathbb{R}}_{\theta}^{n}$ and $\mathbf{y} \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)}$,

$$
\begin{equation*}
\Delta_{l(\theta)} f_{\theta \mathbf{y}} \circ J_{\theta}(\mathbf{x})-\Delta_{l(\vartheta)} f_{\mathbf{x} \vartheta} \circ J_{\vartheta}(\mathbf{y}) \tag{2.5}
\end{equation*}
$$

$$
\begin{aligned}
& =\sum_{i=1}^{l(\theta)} \frac{\partial^{2} f_{\theta \mathbf{y}}}{\partial x_{a_{i}(\theta)^{2}}}\left(x_{a_{1}(\theta)}, \ldots, x_{a_{l(\theta)}(\theta)}\right)-\sum_{j=1}^{l(\vartheta)} \frac{\partial^{2} f_{\mathbf{x} \vartheta}}{\partial y_{a_{j}(\vartheta)^{2}}}\left(y_{a_{1}(\vartheta)}, \ldots, y_{a_{l(\vartheta)}(\vartheta)}\right) \\
& =-I_{1}+I_{2}-I_{3}+I_{4}
\end{aligned}
$$

where

$$
\begin{aligned}
& I_{1}:=\sum_{i=1}^{l(\theta)} \sum_{j=1}^{l(\pi)} \sum_{\substack{k, l l=A_{j}, k \neq l \\
a_{\theta}(k)=a_{i}(\theta)=a_{\theta}(l)}} \phi_{\sigma}\left(y_{a_{\vartheta}(2 j)}-x_{a_{\theta}(k)}\right) \phi_{\sigma}\left(y_{a_{\vartheta}(2 j-1)}-x_{a_{\theta}(l)}\right) \\
& \times \prod_{\substack{i^{\prime} \neq k, l \\
i^{\prime} \in A_{j}}} \int_{y_{a_{\theta}(2 j-1)}}^{y_{a_{\theta}(2 j)}} \phi_{\sigma}\left(x-x_{a_{\theta}\left(i^{\prime}\right)}\right) d x \prod_{j^{\prime} \neq j} \prod_{i^{\prime} \in A_{j^{\prime}}} \int_{y_{a_{\theta}\left(2 j^{\prime}-1\right)}}^{y_{a_{\theta}\left(2 j^{\prime}\right)}} \phi_{\sigma}\left(x-x_{a_{\theta}\left(i^{\prime}\right)}\right) d x, \\
& I_{2}:=\sum_{i=1}^{l(\theta)} \sum_{\substack{1 \leq j, j^{\prime} \leq l(\pi) \\
j \neq j^{\prime}}} \sum_{\substack{k \in A_{j}, l \in A_{j^{\prime}} \\
a_{\theta}(k)=a_{i}(\theta)=a_{\theta}(l)}}\left[\phi_{\sigma}\left(y_{a_{\vartheta}(2 j)}-x_{a_{\theta}(k)}\right) \phi_{\sigma}\left(y_{a_{\theta}\left(2 j^{\prime}\right)}-x_{a_{\theta}(k)}\right)\right. \\
& +\phi_{\sigma}\left(y_{a_{\theta}(2 j-1)}-x_{a_{\theta}(l)}\right) \phi_{\sigma}\left(y_{a_{v}\left(2 j^{\prime}-1\right)}-x_{a_{\theta}(l)}\right) \\
& -\phi_{\sigma}\left(y_{a_{v}(2 j)}-x_{a_{\theta}(k)}\right) \phi_{\sigma}\left(y_{a_{v}\left(2 j^{\prime}-1\right)}-x_{a_{\theta}(l)}\right) 1_{\left\{a_{\theta}(2 j) \neq a_{v}\left(2 j^{\prime}-1\right)\right\}} \\
& \left.-\phi_{\sigma}\left(y_{a_{\vartheta}(2 j-1)}-x_{a_{\theta}(k)}\right) \phi_{\sigma}\left(y_{a_{\vartheta}\left(2 j^{\prime}\right)}-x_{a_{\theta}(l)}\right) 1_{\left\{a_{\vartheta}(2 j-1) \neq a_{\vartheta}\left(2 j^{\prime}\right)\right\}}\right] \\
& \times \prod_{\substack{i^{\prime} \neq k \\
i^{\prime} \in A_{j}}} \int_{y_{a_{\theta}(2 j-1)}}^{y_{a_{\theta}(2 j)}} \phi_{\sigma}\left(x-x_{a_{\theta}\left(i^{\prime}\right)}\right) d x \prod_{\substack{i^{\prime} \neq l \\
i^{\prime} \in A_{j^{\prime}}}} \int_{y_{a_{9}\left(2 j^{\prime}-1\right)}}^{y_{a_{\theta}\left(2 j^{\prime}\right)}} \phi_{\sigma}\left(x-x_{a_{\theta}\left(i^{\prime}\right)}\right) d x \\
& \times \prod_{j^{\prime} \prime \neq j, j^{\prime}} \prod_{i^{\prime} \in A_{j^{\prime}}} \int_{y_{a_{\theta^{\prime}\left(2 j^{\prime \prime}-1\right)}}}^{y_{a_{\theta^{\prime}\left(2 j^{\prime \prime}\right)}}} \phi_{\sigma}\left(x-x_{a_{\theta}\left(i^{\prime}\right)}\right) d x,
\end{aligned}
$$

$$
\begin{aligned}
I_{3}:=\sum_{j=1}^{l(\pi)} & \sum_{\substack{k, l \in A_{j} \\
a_{\theta}(k) \neq a_{\theta}(l)}}\left[\phi_{\sigma}\left(y_{a_{\theta}(2 j)}-x_{a_{\theta}(k)}\right) \phi_{\sigma}\left(y_{a_{\theta}(2 j)}-x_{a_{\theta}(l)}\right)\right. \\
& \left.+\phi_{\sigma}\left(y_{a_{\vartheta}(2 j-1)}-x_{a_{\theta}(k)}\right) \phi_{\sigma}\left(y_{a_{\theta}(2 j-1)}-x_{a_{\theta}(l)}\right)\right] \\
& \times \prod_{\substack{i^{\prime} \neq k, l \\
i^{\prime} \in A_{j}}} \int_{y_{a_{9}(2 j-1)}}^{y_{a_{\theta}(2 j)}} \phi_{\sigma}\left(x-x_{a_{\theta}\left(i^{\prime}\right)}\right) d x \prod_{j^{\prime} \neq j i^{\prime} \in A_{j^{\prime}}} \prod_{y_{a_{\theta}\left(2 j^{\prime}-1\right)}} \int_{a_{\theta_{\vartheta}\left(2 j^{\prime}\right)}}^{y_{\sigma}} \phi_{\sigma}\left(x-x_{a_{\theta}\left(i^{\prime}\right)}\right) d x
\end{aligned}
$$

and

$$
\begin{aligned}
I_{4}:= & \sum_{\substack{1 \leq j \leq l(\pi)-1 \\
a_{\theta}(2 j)=a_{\theta}(2 j+1)}} \sum_{\substack{k \in A_{j}, l \in A_{j+1} \\
a_{\theta}(k) \neq a_{\theta}(l)}} \phi_{\sigma}\left(y_{a_{\vartheta}(2 j)}-x_{a_{\theta}(k)}\right) \phi_{\sigma}\left(y_{a_{\theta}(2 j+1)}-x_{a_{\theta}(l)}\right) . \\
& \times \prod_{\substack{i^{\prime} \neq k \\
i^{\prime} \in A_{j}}} \int_{y_{a_{9}(2 j-1)}}^{y_{a_{\theta}(2 j)}} \phi_{\sigma}\left(x-x_{a_{\theta}\left(i^{\prime}\right)}\right) d x \prod_{\substack{i^{\prime} \neq l \\
i^{\prime} \in A_{j+1}}} \int_{y_{a_{9}(2 j+1)}}^{y_{a_{\theta}(2 j+2)}} \phi_{\sigma}\left(x-x_{a_{\theta}\left(i^{\prime}\right)}\right) d x \\
& \times \prod_{j^{\prime} \neq j, j+1} \prod_{i^{\prime} \in A_{j^{\prime}},} \int_{y_{a_{a^{\prime}\left(2 j^{\prime}-1\right)}}}^{y_{a_{\theta^{\prime}\left(2 j^{\prime}\right)}}} \phi_{\sigma}\left(x-x_{a_{\theta}\left(i^{\prime}\right)}\right) d x .
\end{aligned}
$$

It then follows that for any $\mathbf{x} \in \hat{\mathbb{R}}_{\theta}^{n}$ and $\mathbf{y} \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)} \cap \mathbb{R}_{0}^{2 l(\pi)}$,

$$
\begin{equation*}
\left|\Delta_{l(\theta)} f_{\theta \mathbf{y}} \circ J_{\theta}(\mathbf{x})-\Delta_{l(\vartheta)} f_{\mathbf{x} \vartheta} \circ J_{\vartheta}(\mathbf{y})\right| \leq G_{\theta \vartheta}(\mathbf{x} ; \mathbf{y}) . \tag{2.6}
\end{equation*}
$$

Remark 2.2 Observe that there are some cancellations occurring in (2.5). Because of these cancellations (2.6) holds. It will lead to (2.7) later, which is crucial to the proof of Theorem 1.1.

Proof of Theorem 1.1 The outline of the proof is the following. We first pose the martingale problems for both $\hat{\mathbf{X}}$ and $\hat{\mathbf{Y}}$ with respect to the test functions $\left\{f_{\theta \vartheta}\right\}$. Then we apply the standard approach to set up an approximate duality for $\hat{\mathbf{X}}$ and $\hat{\mathbf{Y}}$. By letting $\sigma \rightarrow 0+$ we would eventually obtain the exact duality.

For any $\vartheta \in \mathcal{P}_{2 l(\pi)}^{*}$ and $\mathbf{y} \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)}$, by Lemma 2.1

$$
\begin{aligned}
& \sum_{\theta \in \mathcal{P}_{n}} f_{\theta \mathbf{y}} \circ J_{\theta}(\hat{\mathbf{X}}(t)) 1_{\left\{\hat{\mathbf{X}}(t) \in \hat{\mathbb{R}}_{\theta}^{n}\right\}}-\sum_{\theta \in \mathcal{P}_{n}} \int_{0}^{t} \frac{1}{2} \Delta_{l(\theta)} f_{\theta \mathbf{y}} \circ J_{\theta}(\hat{\mathbf{X}}(s)) 1_{\left\{\hat{\mathbf{X}}(s) \in \hat{\mathbb{R}}_{\theta}^{n}\right\}} d s \\
&=f_{\sigma \pi}(\hat{\mathbf{X}}(t) ; \mathbf{y})-\int_{0}^{t} L_{x} f_{\sigma \pi}(\hat{\mathbf{X}}(s) ; \mathbf{y}) d s
\end{aligned}
$$

is a martingale, where $L_{x}$ is $L$ acting on the first $n$ variables of $f_{\sigma \pi}$.

Given $\theta \in \mathcal{P}_{n}$ and $\mathbf{x} \in \hat{\mathbb{R}}_{\theta}^{n}$, for any $\vartheta \in \mathcal{P}_{2 l(\pi)}-\mathcal{P}_{2 l(\pi)}^{*}$ we have $f_{\sigma \mathbf{x} \vartheta}\left(\mathbf{y}^{\prime}\right)=0, \mathbf{y}^{\prime} \in$ $\hat{\mathbb{R}}^{l(\vartheta)}$. Then

$$
\begin{array}{r}
\sum_{\vartheta \in \mathcal{P}_{2 l(\pi)}^{*}} f_{\mathbf{x} \vartheta} \circ J_{\vartheta}(\hat{\mathbf{Y}}(t)) 1_{\left\{\hat{\mathbf{Y}}(t) \in \hat{R}_{\vartheta}^{2 l(\pi)}\right\}}-\sum_{\vartheta \in \mathcal{P}_{2 l(\pi)}^{*}} \int_{0}^{t} \frac{1}{2} \Delta_{l(\vartheta)} f_{\mathbf{x} \vartheta} \circ J_{\vartheta}(\hat{\mathbf{Y}}(s)) 1_{\left\{\hat{\mathbf{Y}}(s) \in \hat{\mathbb{R}}_{\vartheta}^{2(\pi)}\right\}} d s \\
\\
=f_{\sigma \pi}(\mathbf{x} ; \hat{\mathbf{Y}}(t))-\int_{0}^{t} L_{y} f_{\sigma \pi}(\mathbf{x} ; \hat{\mathbf{Y}}(s)) d s
\end{array}
$$

is also a martingale by Lemma 2.1. This time $L_{y}$ is $L$ acting on the last $2 l(\pi)$ variables of $f_{\sigma \pi}$.

Since we can assume that $\hat{\mathbf{X}}$ and $\hat{\mathbf{Y}}$ are independent, it follows that

$$
\begin{aligned}
\frac{d}{d s} \mathbb{P} & {\left[f_{\sigma \pi}(\hat{\mathbf{X}}(s) ; \hat{\mathbf{Y}}(t-s))\right] } \\
= & \frac{d}{d s} \mathbb{P}\left[\sum_{\vartheta \in \mathcal{P}_{2 l(\pi)}^{*}} \sum_{\theta \in \mathcal{P}_{n}} f_{\sigma \pi}(\hat{\mathbf{X}}(s) ; \hat{\mathbf{Y}}(t-s)), \hat{\mathbf{X}}(s) \in \hat{\mathbb{R}}_{\theta}^{n}, \hat{\mathbf{Y}}(t-s) \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)}\right] \\
= & \frac{d}{d s} \mathbb{P}\left[\sum_{\vartheta \in \mathcal{P}_{2 l(\pi)}^{*}} \sum_{\theta \in \mathcal{P}_{n}} f_{\theta \vartheta}\left(J_{\theta}(\hat{\mathbf{X}}(s)) ; J_{\vartheta}(\hat{\mathbf{Y}}(t-s))\right), \hat{\mathbf{X}}(s) \in \hat{\mathbb{R}}_{\theta}^{n}, \hat{\mathbf{Y}}(t-s) \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)}\right] \\
= & \sum_{\vartheta \in \mathcal{P}_{2 l(\pi)}^{*}} \sum_{\theta \in \mathcal{P}_{n}} \mathbb{P}\left[\frac{1}{2} \Delta_{l(\theta)} f_{\theta \hat{\mathbf{Y}}(t-s)} \circ J_{\theta}(\hat{\mathbf{X}}(s)), \hat{\mathbf{X}}(s) \in \hat{\mathbb{R}}_{\theta}^{n}, \hat{\mathbf{Y}}(t-s) \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)}\right] \\
& -\sum_{\vartheta \in \mathcal{P}_{2 l(\pi)}^{*}} \sum_{\theta \in \mathcal{P}_{n}} \mathbb{P}^{\mathbb{P}}\left[\frac{1}{2} \Delta_{l(\vartheta)} f_{\hat{\mathbf{X}}(s) \vartheta} \circ J_{\vartheta}(\hat{\mathbf{Y}}(t-s)), \hat{\mathbf{X}}(s) \in \hat{\mathbb{R}}_{\theta}^{n}, \hat{\mathbf{Y}}(t-s) \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)}\right] .
\end{aligned}
$$

Integrating the previous equation from 0 to $t$, by (2.6) we have (2.7)

$$
\begin{aligned}
& \left|\sum_{\theta \in \mathcal{P}_{n}} \mathbb{P}\left[f_{\sigma \pi}(\hat{\mathbf{X}}(t) ; \mathbf{y}), \hat{\mathbf{X}}(t) \in \hat{\mathbb{R}}_{\theta}^{n}\right]-\sum_{\vartheta \in \mathcal{P}_{2 l(\pi)}^{*}} \mathbb{P}\left[f_{\sigma \pi}(\mathbf{x} ; \hat{\mathbf{Y}}(t)), \hat{\mathbf{Y}}(t) \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)}\right]\right| \\
& =\mid \sum_{\vartheta \in \mathcal{P}_{2 l(\pi)}^{*}} \sum_{\theta \in \mathcal{P}_{n}} \mathbb{P}\left[f_{\sigma \pi}(\hat{\mathbf{X}}(t) ; \hat{\mathbf{Y}}(0)), \hat{\mathbf{X}}(t) \in \hat{\mathbb{R}}_{\theta}^{n}, \hat{\mathbf{Y}}(0) \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)}\right] \\
& \quad-\sum_{\vartheta \in \mathcal{P}_{2 l(\pi)}^{*}} \sum_{\theta \in \mathcal{P}_{n}} \mathbb{P}\left[f_{\sigma \pi}(\hat{\mathbf{X}}(0) ; \hat{\mathbf{Y}}(t)), \hat{\mathbf{X}}(0) \in \hat{\mathbb{R}}_{\theta}^{n}, \hat{\mathbf{Y}}(t) \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)}\right] \mid \\
& \left.=\frac{1}{2} \right\rvert\, \sum_{\vartheta \in \mathcal{P}_{2 l(\pi)}^{*}} \sum_{\theta \in \mathcal{P}_{n}} \int_{0}^{t} \mathbb{P}\left[\Delta_{l(\theta)} f_{\theta \hat{\mathbf{Y}}(t-s)} \circ J_{\theta}(\hat{\mathbf{X}}(s))-\Delta_{l(\vartheta)} f_{\hat{\mathbf{X}}(s) \vartheta} \circ J_{\vartheta}(\hat{\mathbf{Y}}(t-s))\right. \\
& \left.\quad \hat{\mathbf{X}}(s) \in \hat{\mathbb{R}}_{\theta}^{n} \hat{\mathbf{Y}}(t-s) \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)}\right] d s \mid \\
& \leq \frac{1}{2} \sum_{\vartheta \in \mathcal{P}_{2 l(\pi)}^{*}} \sum_{\theta \in \mathcal{P}_{n}} \int_{0}^{t} \mathbb{P}\left[G_{\theta \vartheta}(\hat{\mathbf{X}}(s) ; \hat{\mathbf{Y}}(t-s)), \hat{\mathbf{X}}(s) \in \hat{\mathbb{R}}_{\theta}^{n}, \hat{\mathbf{Y}}(t-s) \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)}\right] d s .
\end{aligned}
$$

Now we are left to show that the right hand side of (2.7) goes to 0 as $\sigma \rightarrow 0+$. We first show that

$$
\begin{equation*}
\lim _{\sigma \rightarrow 0+} \int_{0}^{t} \mathbb{P}\left[\phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{1}(s)\right) \phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{2}(s)\right), T_{12}^{x}>s\right] d s=0 \tag{2.8}
\end{equation*}
$$

where $T_{12}^{x}:=\inf \left\{s \geq 0: \hat{X}_{1}(s)=\hat{X}_{2}(s)\right\}$.
The heuristic is that $\phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{1}(s)\right) \phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{2}(s)\right) 1_{\left\{T_{12}^{x}>s\right\}}$ is big only if $\hat{Y}_{1}(t-s), \hat{X}_{1}(s)$ and $\hat{X}_{2}(s)$ are all close to each other. Due to the independence of $\hat{Y}_{1}$ and $\hat{X}_{i}$, and the restriction $T_{12}^{x}>s$, the probability of the latter event is small enough to make (2.8) hold.

We now proceed to carry out the above mentioned heuristic argument. Let $\phi$ denote the density of the standard normal distribution. Given $\epsilon>0$ small enough, for $\sigma^{\epsilon}<s<t-\sigma$, by the reflection principle for Brownian motion we can show that

$$
\begin{align*}
& \mathbb{P}\left[\phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{1}(s)\right) \phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{2}(s)\right), T_{12}^{x}>s\right]  \tag{2.9}\\
& \leq \frac{1}{2 \sigma^{2} \pi} \mathbb{P}\left\{T_{12}^{x}>s, \hat{X}_{2}(s)-\hat{X}_{1}(s)<\sigma^{1-\epsilon},\left|\hat{Y}_{1}(t-s)-\hat{X}_{1}(s)\right|<\sigma^{1-\epsilon}\right\} \\
&+\mathbb{P}\left[\phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{1}(s)\right) \phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{2}(s)\right), \hat{X}_{2}(s)-\hat{X}_{1}(s) \geq \sigma^{1-\epsilon}\right] \\
&+\frac{1}{\sigma \sqrt{2 \pi}} \mathbb{P}\left[\phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{1}(s)\right),\left|\hat{Y}_{1}(t-s)-\hat{X}_{1}(s)\right| \geq \sigma^{1-\epsilon}\right] \\
& \leq \frac{\sigma^{1-\epsilon}}{\sigma^{2} \pi \sqrt{2 \pi(t-s)}} \int_{0}^{\frac{\sigma^{1-\epsilon}}{\sqrt{2 \sigma^{\epsilon}}}} \phi\left(x-\left(x_{2}-x_{1}\right)\right)-\phi\left(-x-\left(x_{2}-x_{1}\right)\right) d x \\
&+\frac{1}{\sigma^{2} \sqrt{2 \pi}} \phi\left(\frac{1}{2 \sigma^{\epsilon}}\right)+\frac{1}{\sigma^{2} \sqrt{2 \pi}} \phi\left(\frac{1}{\sigma^{\epsilon}}\right) \\
& \leq \frac{\sigma^{1-5 \epsilon}\left(x_{2}-x_{1}\right)}{4 \pi^{2}}+\frac{1}{\sigma^{2} \sqrt{2 \pi}} \phi\left(\frac{1}{2 \sigma^{\epsilon}}\right)+\frac{1}{\sigma^{2} \sqrt{2 \pi}} \phi\left(\frac{1}{\sigma^{\epsilon}}\right) .
\end{align*}
$$

For $0<s \leq \sigma^{\epsilon}$, it follows that

$$
\begin{align*}
& \mathbb{P}\left[\phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{1}(s)\right) \phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{2}(s)\right), T_{12}^{x}>s\right]  \tag{2.10}\\
& \leq \frac{1}{2 \sigma^{2} \pi} \mathbb{P}\left\{\hat{X}_{2}(s)-\hat{X}_{1}(s)<2 \sigma^{\epsilon}, T_{12}^{x}>s\right\} \\
&+\frac{1}{\sigma^{2} \sqrt{2 \pi}} \phi\left(\sigma^{\epsilon-1}\right) \mathbb{P}\left\{\hat{X}_{2}(s)-\hat{X}_{1}(s) \geq 2 \sigma^{\epsilon}\right\} \\
& \leq \frac{1}{2 \sigma^{2} \pi}\left(1-\Phi\left(\frac{x_{2}-x_{1}}{2 \sqrt{2 \sigma^{\epsilon}}}\right)\right)+\frac{1}{\sigma^{2} \sqrt{2 \pi}} \phi\left(\sigma^{\epsilon-1}\right),
\end{align*}
$$

where $\Phi$ is the normal distribution function. Moreover, for $t-\sigma \leq s<t$,

$$
\begin{align*}
\mathbb{P} P & {\left[\phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{1}(s)\right) \phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{2}(s)\right), T_{12}^{x}>s\right] }  \tag{2.11}\\
\leq & \frac{1}{2 \pi \sigma^{2}} \mathbb{P}\left\{\left|\hat{Y}_{1}(t-s)-\hat{X}_{1}(s)\right| \leq \sigma^{1-\epsilon},\left|\hat{Y}_{1}(t-s)-\hat{X}_{2}(s)\right| \leq \sigma^{1-\epsilon}\right\} \\
& +\frac{1}{\sqrt{2 \pi} \sigma} \mathbb{P}\left[\phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{1}(s)\right),\left|\hat{Y}_{1}(t-s)-\hat{X}_{1}(s)\right|>\sigma^{1-\epsilon}\right] \\
& +\frac{1}{\sqrt{2 \pi} \sigma} \mathbb{P}\left[\phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{2}(s)\right),\left|\hat{Y}_{1}(t-s)-\hat{X}_{2}(s)\right|>\sigma^{1-\epsilon}\right] \\
\leq & \frac{1}{\pi^{2} \sigma^{2 \epsilon} \epsilon}+\frac{1}{\pi \sigma^{2}} e^{-\frac{1}{2 \sigma^{\epsilon}}} .
\end{align*}
$$

Combining (2.9), (2.10) and (2.11), (2.8) follows readily.
Similarly, we can also show that

$$
\lim _{\sigma \rightarrow 0+} \int_{0}^{t} \mathbb{P}\left[\phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{i}(s)\right) \phi_{\sigma}\left(\hat{Y}_{1}(t-s)-\hat{X}_{j}(s)\right), T_{i j}^{x}>s\right] d s=0
$$

and

$$
\lim _{\sigma \rightarrow 0+} \int_{0}^{t} \mathbb{P}\left[\phi_{\sigma}\left(\hat{Y}_{i}(t-s)-\hat{X}_{k}(s)\right) \phi_{\sigma}\left(\hat{Y}_{j}(t-s)-\hat{X}_{k}(s)\right), T_{i j}^{y}>t-s\right] d s=0
$$

where $T_{i j}^{y}:=\inf \left\{t \geq 0: \hat{Y}_{i}(t)=\hat{Y}_{j}(t)\right\}$ for $1 \leq i<j \leq n$.
As a result,

$$
\begin{array}{rl}
\int_{0}^{t} & \mathbb{P}  \tag{2.12}\\
\leq & {\left[G_{\theta \vartheta}(\hat{\mathbf{X}}(s) ; \hat{\mathbf{Y}}(t-s)), \hat{\mathbf{X}}(s) \in \hat{\mathbb{R}}_{\pi}^{n}, \hat{\mathbf{Y}}(t-s) \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)}\right] d s} \\
\leq & \int_{0}^{t} \mathbb{P}\left[S_{\theta \vartheta}^{1}(\hat{\mathbf{X}}(s) ; \hat{\mathbf{Y}}(t-s))\right] d s+\int_{0}^{t} \mathbb{P}\left[S_{\theta \vartheta}^{2}(\hat{\mathbf{X}}(s) ; \hat{\mathbf{Y}}(t-s))\right] d s \\
& +\int_{0}^{t} \mathbb{P}\left[S_{\theta \vartheta}^{3}(\hat{\mathbf{X}}(s) ; \hat{\mathbf{Y}}(t-s))\right] d s+\int_{0}^{t} \mathbb{P}\left[S_{\theta \vartheta}^{4}(\hat{\mathbf{X}}(s) ; \hat{\mathbf{Y}}(t-s))\right] d s \\
& \longrightarrow 0 \text { as } \sigma \rightarrow 0+.
\end{array}
$$

Therefore,

$$
\begin{aligned}
\mathbb{P}\left\{\bigcap _ { j = 1 } ^ { l ( \pi ) } \bigcap _ { i \in A _ { j } } \left\{\hat{X}_{i}(t)\right.\right. & \left.\left.\in\left(y_{2 j-1}, y_{2 j}\right)\right\}\right\} \\
& \left.=\lim _{\sigma \rightarrow 0+} \sum_{\theta \in \mathcal{P}_{n}} \mathbb{P}\right)\left[f_{\sigma \pi}(\hat{\mathbf{X}}(t) ; \mathbf{y}), \hat{\mathbf{X}}(t) \in \hat{\mathbb{R}}_{\theta}^{n}\right] \\
& =\lim _{\sigma \rightarrow 0+} \sum_{\vartheta \in \mathcal{P}_{2 l(\pi)}^{*}} \mathbb{P}\left[f_{\sigma \pi}(\mathbf{x} ; \hat{\mathbf{Y}}(t)), \hat{\mathbf{Y}}(t) \in \hat{\mathbb{R}}_{\vartheta}^{2 l(\pi)}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\mathbb{P}\left\{\bigcap_{j=1}^{l(\pi)} \bigcap_{i \in A_{j}}\left\{x_{i} \in\left(\hat{Y}_{2 j-1}(t), \hat{Y}_{2 j}(t)\right)\right\}, T_{\mathbf{Y}}>t\right\} \\
& =\mathbb{P}\left\{\bigcap_{j=1}^{l(\pi)} \bigcap_{i \in A_{j}}\left\{x_{i} \in\left(\hat{Y}_{2 j-1}(t), \hat{Y}_{2 j}(t)\right)\right\}\right\},
\end{aligned}
$$

where $T_{\mathrm{Y}}:=\inf \left\{t>0: \hat{Y}_{2 i-1}(t)=\hat{Y}_{2 i}(t), 1 \leq i \leq l(\pi)\right\}$. Duality (1.1) then follows. The proof of Theorem 1.1 is thus finished.

Remark 2.3 One can easily see that (1.1) also holds when $y_{1} \leq y_{2} \leq \cdots \leq y_{2 m}$. Moreover, the following generalized version of Theorem 1.1 also holds.

Corollary 2.4 Given $\pi=\left\{A_{1}, \ldots, A_{l(\pi)}\right\} \in \mathcal{P}_{n}$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{2 l(\pi)}\right)$ such that $y_{1} \leq y_{2} \leq \cdots \leq y_{2 l(\pi)}$, let $\hat{\mathbf{X}}$ be a $n$-dimensional coalescing Brownian motion with initial distribution $\mu \in M_{1}\left(\mathbb{R}^{n}\right)$. Let $\hat{\mathbf{Y}}$ be a $2 l(\pi)$-dimensional coalescing Brownian motion with $\hat{\mathbf{Y}}(0)=\left(y_{1}, \ldots, y_{2 l(\pi)}\right)$. Then we have

$$
\begin{align*}
\int \mu(d \mathbf{x}) \mathbb{P}\left\{\bigcap _ { j = 1 } ^ { l ( \pi ) } \bigcap _ { i \in A _ { j } } \left\{\hat{X}_{i}(t)\right.\right. & \left.\left.\in\left(y_{2 j-1}, y_{2 j}\right)\right\}\right\}  \tag{2.13}\\
& =\int \mu(d \mathbf{x}) \mathbb{P}\left\{\bigcap_{j=1}^{l(\pi)} \bigcap_{i \in A_{j}}\left\{x_{i} \in\left(\hat{Y}_{2 j-1}(t), \hat{Y}_{2 j}(t)\right)\right\}\right\} .
\end{align*}
$$

## 3 A Measure-Valued Process

The duality obtained in the previous section can be applied to study a measure-valued Markov process which describes the evolution of the following particle system: particles with possibly different masses evolve according to coalescing Brownian motions. Their respective masses are added together whenever two particles merge into one particle.

In this section we are going to show that the above mentioned model arises from a high density limit of the empirical measures of coalescing Brownian motions. It was expected in [3] that a more complex measure-valued diffusion process (superprocess with coalescing spatial motion) should arise as a high density limit of coalescingbranching particle systems; also see [2]. The superprocess with coalescing spatial motion has been constructed and characterized in [3] without consideration of the particle systems.
$M_{1}(\mathbb{R})$ denotes the space of probability measures on $\mathbb{R}$ equipped with the topology of weak convergence. As usual, we write $C\left(M_{1}(\mathbb{R})\right)$ as the space of bounded continuous $M_{1}(\mathbb{R})$-valued functions, and write $D\left(M_{1}(\mathbb{R})\right)$ as the space of cadlag $M_{1}(\mathbb{R})$ valued functions.

Definition 3.1 A collection of processes $\left\{Z_{\alpha}, \alpha \in I\right\}$ with paths in $D\left(M_{1}(\mathbb{R})\right)$ is Crelatively compact in $D\left(M_{1}(\mathbb{R})\right)$ iff it is relatively compact and all weak limit points are continuous a.s..

Let $Z_{0}$ be a probability measure on $\mathbb{R} .\left(\hat{X}_{1}, \ldots, \hat{X}_{n}\right)$ is an $n$-dimensional coalescing Brownian motion such that $\hat{X}_{1}(0), \ldots, \hat{X}_{n}(0)$ are i.i.d. samples from $Z_{0}$. Let $Z_{t}^{n}:=$ $\frac{1}{n} \sum_{i=1}^{n} \delta_{\left\{\hat{X}_{i}(t)\right\}}$ be the empirical measure of $\left(\hat{X}_{1}, \ldots, \hat{X}_{n}\right)$.

Lemma 3.2 $\left\{Z_{n}\right\}$ is $C$-relatively compact in $D\left(M_{1}(\mathbb{R})\right)$.
Proof This proof is a modification of the proof of proposition 2.4.2 in [12]. For any $\epsilon>0$ and $T>0$, choose a compact set $K_{0} \subset D(\mathbb{R})$ such that $\mathbb{P}^{Z_{0}}\left\{X \in K_{0}^{c}\right\}<$ $\epsilon^{2}$. Let $K:=\left\{x_{t}: t \leq T, x \in K_{0}\right\}$. Then $K$ is compact in $\mathbb{R}$ and $\mathbb{P}^{Z_{0}}\left\{X_{t} \in K^{c}\right.$, $\exists t \leq T\} \leq \mathbb{P}^{Z_{0}}\left\{X \in K_{0}^{c}\right\}<\epsilon^{2}$. Let $R_{n}(t):=\frac{1}{n} \sum_{i=1}^{n} \sup _{0 \leq s \leq t} 1_{K^{c}}\left(\hat{X}_{i}(s)\right)$. Since $R_{n}(t)$ is increasing in $t$, we then have

$$
\begin{aligned}
\mathbb{P}\left\{\sup _{0 \leq t \leq T} Z_{t}^{n}\left(K^{c}\right)>\epsilon\right\} & \leq \mathbb{P}\left\{\sup _{0 \leq t \leq T} R_{n}(t)>\epsilon\right\} \\
& \leq \frac{1}{\epsilon} \mathbb{P}\left[R_{n}(T)\right] \\
& =\frac{1}{\epsilon} \mathbb{P}\left\{X(t) \in K^{c}, \exists t \leq T\right\} \\
& <\epsilon
\end{aligned}
$$

Now we are going to show that, for any $f \in C_{b}^{2},\left\{Z^{n}(f)\right\}$ is C-relatively compact in $D\left(\mathbb{R}_{+}, \mathbb{R}\right)$. By Ito's formula,

$$
Z_{t}^{n}(f)=\frac{1}{n} \sum_{i=1}^{n}\left[f\left(\hat{X}_{i}(0)\right)+\int_{0}^{t} f^{\prime}\left(\hat{X}_{i}(s)\right) d \hat{X}_{i}(s)+\int_{0}^{t} \frac{1}{2} f^{\prime \prime}\left(\hat{X}_{i}(s)\right) d s\right]
$$

$\frac{1}{n} \sum_{i=1}^{n} \int_{0}^{t} \frac{1}{2} f^{\prime \prime}\left(\hat{X}_{i}(s)\right) d s$ is C-relatively compact following from the Arzela-Ascoli theorem and Proposition 6.3.26 of [9]. Since

$$
\left\langle\frac{1}{n} \sum_{i=1}^{n} \int_{0} f^{\prime}\left(\hat{X}_{i}(s)\right) d \hat{X}_{i}(s)\right\rangle_{t}=\frac{1}{n^{2}} \sum_{i, j=1}^{n} \int_{0}^{t} f^{\prime}\left(\hat{X}_{i}(s)\right)^{2} d\left\langle\hat{X}_{i}, \hat{X}_{j}\right\rangle_{s}
$$

where $\left\langle\hat{X}_{i}, \hat{X}_{j}\right\rangle_{s}=s-T_{i j} \wedge s$, by the Arzela-Ascoli theorem,

$$
\left\{\left\langle\frac{1}{n} \sum_{i=1}^{n} \int_{0} f^{\prime}\left(\hat{X}_{i}(s)\right) d \hat{X}_{i}(s)\right\rangle_{t}\right\}
$$

is C-relatively compact. Theorem 6.4.13 and Proposition 6.3.26 in [9] then imply that the collection of martingales $\left\{\frac{1}{n} \sum_{i=1}^{n} \int_{0} f^{\prime}\left(\hat{X}_{i}(s)\right) d \hat{X}_{i}(s)\right\}$ is C-relatively compact. Also notice that $\frac{1}{n} \sum_{i=1}^{n} f\left(\hat{X}_{i}(0)\right) \rightarrow Z_{0}(f)$ a.s. $\left\{Z_{n}(f)\right\}$ is thus C-relatively compact. So by Theorem 2.4.1 in [12] (with $D\left(M_{F}(\mathbb{R})\right)$ replaced by $D\left(M_{1}(\mathbb{R})\right)$ ), we can conclude that $\left\{Z_{n}\right\}$ is C-relatively compact.

Adjoin $\infty$ to $\mathbb{R}$ to make $\mathbb{\mathbb { R }}:=\mathbb{R} \cup\{\infty\}$ a compact space. Each $M_{1}(\mathbb{R})^{n}$-valued process can also be treated as a $M_{1}(\overline{\mathbb{R}})^{n}$-valued process. The next theorem characterizes the weak limit of $\left(Z^{n}\right)$ by specifying all its "joint moments".

Theorem 3.3 $\left\{Z^{n}\right\}$ has a unique $C\left(M_{1}(\mathbb{R})\right)$-valued weak limit $Z . Z$ is a Markov process. It satisfies that for any $a_{1} \leq \cdots \leq a_{2 m}$, and any $r_{k} \in \mathbb{N}_{+}, k=1, \ldots, m$,

$$
\begin{equation*}
\mathbb{P}\left[\prod_{k=1}^{m} Z_{t}\left(\left[a_{2 k-1}, a_{2 k}\right]\right)^{r_{k}}\right]=\mathbb{P}\left[\prod_{k=1}^{m} Z_{0}\left(\left[\hat{Y}_{2 k-1}(t), \hat{Y}_{2 k}(t)\right]\right)^{r_{k}}\right] \tag{3.1}
\end{equation*}
$$

where $\left(\hat{Y}_{1}, \ldots, \hat{Y}_{2 m}\right)$ is a $2 m$-dimensional coalescing Brownian motion starting at $\left(a_{1}, \ldots, a_{2 m}\right)$.

Proof Let $Z$ be any fixed limit point of $\left\{Z^{n}\right\}$, i.e., $Z^{n_{q}} \xrightarrow{D} Z$ in $D\left(M_{1}(\mathbb{R})\right)$ as $q \rightarrow$ $\infty$ for a subsequence $\left\{n_{q}\right\}$. By Theorem 1.1, there is a $2 m$-dimensional coalescing Brownian $\hat{\mathbf{Y}}$ independent of $\left\{\hat{X}_{n}\right\}$ such that $\hat{\mathbf{Y}}(0)=\left(a_{1}, \ldots, a_{2 m}\right)$ and for all $n \in$ $\mathbb{N}_{+}, t>0$,

$$
\begin{align*}
\mathbb{P} & {\left[\prod_{k=1}^{m} Z_{t}^{n}\left(\left[a_{2 k-1}, a_{2 k}\right]\right)^{r_{k}}\right] }  \tag{3.2}\\
& =\mathbb{P}\left[\prod_{k=1}^{m}\left(\frac{1}{n} \sum_{i=1}^{n} 1_{\left\{\hat{X}_{i}(t) \in\left[a_{2 k-1}, a_{2 k}\right]\right\}}\right)^{r_{k}}\right] \\
& =\left(\prod_{k=1}^{m} \frac{1}{n^{r_{k}}}\right)_{i_{11}, \ldots, i_{1 r_{1}}, \ldots, i_{m 1}, \ldots, i_{n r_{m}}=1} \mathbb{P}^{n}\left[\prod_{k=1}^{m} \prod_{j=1}^{r_{k}} 1_{\left\{\hat{X}_{i_{k j}}(t) \in\left[a_{2 k-1}, a_{2 k}\right]\right\}}\right] \\
& =\left(\prod_{k=1}^{m} \frac{1}{n^{r_{k}}}\right) \sum_{i_{11}, \ldots, i_{1_{1}}, \ldots, i_{m 1}, \ldots, i_{m r_{m}}=1} \mathbb{P}^{p}\left[\prod_{k=1}^{m} \prod_{j=1}^{r_{k}} 1_{\left\{\hat{X}_{i_{k j}}(0) \in\left[\hat{Y}_{2 k-1}(t), \hat{Y}_{2 k}(t)\right]\right\}}\right] \\
& =\mathbb{P}\left[\prod_{k=1}^{m}\left(\frac{1}{n} \sum_{i=1}^{n} 1_{\left\{X_{i}(0) \in\left[\hat{Y}_{2 k-1}(t), \hat{Y}_{2 k}(t)\right]\right\}}\right)^{r_{k}}\right] \\
& =\mathbb{P}\left[\prod_{k=1}^{m} Z_{0}^{n}\left(\left[\hat{Y}_{2 k-1}(t), \hat{Y}_{2 k}(t)\right]\right)^{r_{k}}\right] .
\end{align*}
$$

Since $\mathbb{P}\left[Z_{t}^{n}([a-\epsilon, a+\epsilon])\right]=\mathbb{P}\left[Z_{0}^{n}\left(\left[\hat{Y}^{a-\epsilon}(t), \hat{Y}^{a+\epsilon}(t)\right]\right)\right] \leq \mathbb{P}\left\{\left\{T_{\epsilon}>t\right\}\right.$, where $\left(\hat{Y}^{a-\epsilon}(t), \hat{Y}^{a+\epsilon}(t)\right)$ is a coalescing Brownian motion with initial value $(a-\epsilon, a+\epsilon)$ and $T_{\epsilon}:=\inf \left\{t \geq 0: \hat{Y}^{a-\epsilon}(t)=\hat{Y}^{a+\epsilon}(t)\right\}$, then uniformly in $n$,

$$
\mathbb{P}\left[\prod_{k=1}^{m} Z_{t}^{n}\left(\left[a_{2 k-1}-\epsilon, a_{2 k}+\epsilon\right]\right)^{r_{k}}\right]-\mathbb{P}\left[\prod_{k=1}^{m} Z_{t}^{n}\left(\left[a_{2 k-1}, a_{2 k}\right]\right)^{r_{k}}\right] \rightarrow 0
$$

as $\epsilon \rightarrow 0+$. Let $n=n_{q} \rightarrow \infty$ and we can obtain (3.1).
Now we are going to show that

$$
\begin{equation*}
\left(Z_{t_{1}}^{n}, \ldots, Z_{t_{m}}^{n}\right) \xrightarrow{D}\left(Z_{t_{1}}, \ldots, Z_{t_{m}}\right), m \in \mathbb{N}_{+}, 0 \leq t_{1}<\cdots<t_{m}, \tag{3.3}
\end{equation*}
$$

from which we will conclude that $Z$ is the unique limit of $\left\{Z^{n}\right\}$.
Observe that the algebra generated by $\left\{\otimes_{i=1}^{m} f_{i}: f_{i} \in C(\overline{\mathbb{R}})\right\}$ strongly separates points (see section 3.4 of [6] for the definition). By Theorem 3.4.5 in [6] and standard arguments we only need to show that
$\lim _{n \rightarrow \infty} \mathbb{P}^{P}\left[\prod_{i=1}^{m} Z_{t_{i}}^{n}\left[\left[a_{2 i-1}, a_{2 i}\right]\right)\right]=\mathbb{P}\left[\prod_{i=1}^{m} Z_{t_{i}}\left(\left[a_{2 i-1}, a_{2 i}\right]\right)\right], a_{2 i-1}<a_{2 i}, i=1, \ldots, m$.
Instead of showing (3.4), we are going to show the apparently stronger result below by induction on $m$.

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}^{P}\left[\prod_{i=1}^{m} Z_{t_{i}}^{n}\left(\left[a_{2 i-1}, a_{2 i}\right]\right)^{r_{i}}\right]=\mathbb{P}\left[\prod_{i=1}^{m} Z_{t_{i}}\left(\left[a_{2 i-1}, a_{2 i}\right]\right)^{r_{i}}\right], r_{i} \in \mathbb{N}_{+}, i=1, \ldots, m \tag{3.5}
\end{equation*}
$$

The case with $m=1$ just follows from our proof of (3.1). Suppose that (3.5) hold for $m \leq j$. We want to show that it also holds for $m=j+1$. By the Markov property of $\hat{\mathbf{X}}^{n}:=\left(\hat{X}_{1}, \ldots, \hat{X}_{n}\right)$ and (3.1), we have

$$
\begin{aligned}
& \mathbb{P}\left[\prod_{i=1}^{j+1} Z_{t_{i}}^{n}\left(\left[a_{2 i-1}, a_{2 i}\right]\right)^{r_{i}}\right] \\
& \quad=\mathbb{P} 5\left[\mathbb{P}^{\mathrm{P}}\left[Z_{t_{j+1}-t_{j}}^{n}\left(\left[a_{2 j+1}, a_{2 j+2}\right]\right)^{r_{j+1}} \mid \hat{\mathbf{X}}_{t_{j}}^{n}\right] \prod_{i=1}^{j} Z_{t_{i}}^{n}\left(\left[a_{2 i-1}, a_{2 i}\right]\right)^{r_{i}}\right] \\
& \quad=\mathbb{P} \Gamma\left[Z_{t_{j}}^{n}\left(\left[\hat{Y}_{1}\left(t_{j+1}-t_{j}\right), \hat{Y}_{2}\left(t_{j+1}-t_{j}\right)\right]\right)^{r_{j+1}} \prod_{i=1}^{j} Z_{t_{i}}^{n}\left(\left[a_{2 i-1}, a_{2 i}\right]\right)^{r_{i}}\right]
\end{aligned}
$$

where $\left(\hat{Y}_{1}, \hat{Y}_{2}\right)$ is a 2-dimensional coalescing Brownian motion starting at $\left(a_{2 j+1}, a_{2 j+2}\right)$ and independent of $\left\{Z^{n}\right\}$.

Let $n \rightarrow \infty$; by the inductive assumption and the fact that

$$
\mathbb{P}\left[1_{\left[\hat{Y}_{1}\left(t_{j+1}-t_{j}\right), \hat{Y}_{2}\left(t_{j+1}-t_{j}\right)\right]}(x)\right]
$$

is a continuous function of $x$, through standard arguments we have

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \mathbb{P}^{P}\left[\prod_{i=1}^{j+1} Z_{t_{i}}^{n}\left(\left[a_{2 i-1}, a_{2 i}\right]\right)^{r_{i}}\right] \\
&=\mathbb{P}^{5}\left[Z_{t_{j}}\left(\left[\hat{Y}_{1}\left(t_{j+1}-t_{j}\right), \hat{Y}_{2}\left(t_{j+1}-t_{j}\right)\right]\right)^{r_{j+1}} \prod_{i=1}^{j} Z_{t_{i}}\left(\left[a_{2 i-1}, a_{2 i}\right]\right)^{r_{i}}\right] \\
&=\lim _{q \rightarrow \infty} \mathbb{P}\left[\left[Z_{t_{j}}^{n_{q}}\left(\left[\hat{Y}_{1}\left(t_{j+1}-t_{j}\right), \hat{Y}_{2}\left(t_{j+1}-t_{j}\right)\right]\right)^{r_{j+1}} \prod_{i=1}^{j} Z_{t_{i}}^{n_{q}}\left(\left[a_{2 i-1}, a_{2 i}\right]\right)^{r_{i}}\right]\right.
\end{aligned}
$$

$$
\begin{aligned}
& =\lim _{q \rightarrow \infty} \mathbb{P}^{P}\left[\prod_{i=1}^{j+1} Z_{t_{i}}^{n_{q}}\left(\left[a_{2 i-1}, a_{2 i}\right]\right)^{r_{i}}\right] \\
& =\mathbb{P}\left[\prod_{i=1}^{j+1} Z_{t_{i}}\left(\left[a_{2 i-1}, a_{2 i}\right]\right)^{r_{i}}\right] .
\end{aligned}
$$

Hence, (3.5) holds for $m=j+1$.
We are left to show that $Z$ has the Markov property. For any $0 \leq s_{1}<\cdots<$ $s_{k} \leq s<t$, any $k \in \mathbb{N}_{+}, m_{i} \in \mathbb{N}_{+}, i=1, \ldots, k+1$, any $a_{2 i-1,1}<a_{2 i, 1}<a_{2 i-1,2}<$ $a_{2 i, 2}<\cdots<a_{2 i-1, m_{i}}<a_{2 i, m_{i}}, i=1, \ldots, k+1$ and any $r_{i, j} \in \mathbb{N}_{+}, j=1, \ldots, m_{i}, i=$ $1, \ldots, k+1$, it follows from the Markov property of $\hat{\mathbf{X}}^{n}$ and the coalescing duality (1.1) that

$$
\begin{aligned}
\mathbb{P} P & {\left[\prod_{j=1}^{m_{k+1}} Z_{t}\left(\left[a_{2 k+1, j}, a_{2 k+2, j}\right]\right)^{r_{k+1, j}} \prod_{i=1}^{k} \prod_{j=1}^{m_{i}} Z_{s_{i}}\left(\left[a_{2 i-1, j}, a_{2 i, j}\right]\right)^{r_{i, j}}\right] } \\
& =\lim _{n \rightarrow \infty} \mathbb{P} \mathbb{P}\left[\prod_{j=1}^{m_{k+1}} Z_{t}^{n}\left(\left[a_{2 k+1, j}, a_{2 k+2, j}\right]\right)^{r_{k+1, j}} \prod_{i=1}^{k} \prod_{j=1}^{m_{i}} Z_{s_{i}}^{n}\left(\left[a_{2 i-1, j}, a_{2 i, j}\right]\right)^{r_{i, j}}\right] \\
& \left.=\lim _{n \rightarrow \infty} \mathbb{P} \mathbb{P}[\mathbb{P})\left[\prod_{j=1}^{m_{k+1}} Z_{t}^{n}\left(\left[a_{2 k+1, j}, a_{2 k+2, j}\right]\right)^{r_{k+1, j}} \mid \hat{\mathbf{X}}_{s}^{n}\right] \prod_{i=1}^{k} \prod_{j=1}^{m_{i}} Z_{s_{i}}^{n}\left(\left[a_{2 i-1, j}, a_{2 i, j}\right]\right)^{r_{i, j}}\right] \\
& =\lim _{n \rightarrow \infty} \mathbb{P} \mathbb{P}\left[\prod_{j=1}^{m_{k+1}} Z_{s}^{n}\left(\left[\hat{Y}_{2 j-1}(t-s), \hat{Y}_{2 j}(t-s)\right]\right)^{r_{k+1, j}} \prod_{i=1}^{k} \prod_{j=1}^{m_{i}} Z_{s_{i}}^{n}\left(\left[a_{2 i-1, j}, a_{2 i, j}\right]\right)^{r_{i, j}}\right] \\
& =\mathbb{P})\left[\prod_{j=1}^{m_{k+1}} Z_{s}\left(\left[\hat{Y}_{2 j-1}(t-s), \hat{Y}_{2 j}(t-s)\right]\right)^{r_{k+1, j}} \prod_{i=1}^{k} \prod_{j=1}^{m_{i}} Z_{s_{i}}\left(\left[a_{2 i-1, j}, a_{2 i, j}\right]\right)^{r_{i, j}}\right]
\end{aligned}
$$

where $\left(\hat{Y}_{1}, \ldots, \hat{Y}_{2 m_{k+1}}\right)$ is a two-dimensional coalescing Brownian motion starting from $\left(a_{2 k+1,1}, a_{2 k+2,1}, \ldots, a_{2 k+1, m_{k+1}}, a_{2 k+2, m_{k+1}}\right)$. By the Stone-Weierstrass theorem and standard arguments again, we have, for any $g \in C\left(M_{1}(\overline{\mathbb{R}})\right)$,

$$
\mathbb{P}\left[g\left(Z_{t}\right) \mid Z_{s^{\prime}}, s^{\prime} \leq s\right]=g^{*}\left(Z_{s}\right)
$$

where $g^{*}$ is a function on $\left.M_{1}(\overline{\mathbb{R}})\right) . Z$ is thus a Markov process.
Remark 3.4 Notice that $Z$ never charges $\{\infty\}$. But we need the one-point compactification to be able to apply the Stone-Weierstrass theorem.

Since

$$
M_{t}^{n}(f)=Z_{t}^{n}(f)-Z_{0}^{n}(f)-\int_{0}^{t} Z_{s}^{n}\left(\frac{1}{2} f^{\prime \prime}\right) d s, f \in C_{b}^{2}
$$

is a martingale with quadratic variation process

$$
\begin{aligned}
\left\langle M^{n}(f)\right\rangle_{t} & =\frac{1}{n^{2}} \sum_{i, j=1}^{n} \int_{\tau_{i, j} \wedge t}^{t} f^{\prime}\left(\hat{X}_{i}(s)\right) f^{\prime}\left(\hat{X}_{j}(s)\right) d s \\
& =\int_{0}^{t} d s \int_{\Delta} f^{\prime}(x) f^{\prime}(y) Z_{s}^{n}(d x) Z_{s}^{n}(d y),
\end{aligned}
$$

where $\Delta:=\left\{(x, y) \in \mathbb{R}^{2}: x=y\right\}$. It is not surprising that $Z$ solves the following martingale problem.

Theorem 3.5 The process $Z$ in Theorem 3.3 solves the following martingale problem:

$$
\begin{equation*}
M_{t}(f)=Z_{t}(f)-Z_{0}(f)-\int_{0}^{t} Z_{s}\left(\frac{1}{2} f^{\prime \prime}\right) d s, f \in C_{b}^{2}, \tag{3.6}
\end{equation*}
$$

is a martingale with quadratic variation process

$$
\begin{equation*}
\langle M(f)\rangle_{t}=\int_{0}^{t} d s \int_{\Delta} f^{\prime}(x) f^{\prime}(y) Z_{s}(d x) Z_{s}(d y) . \tag{3.7}
\end{equation*}
$$

Proof Let $T_{12}$ be the first time that $\frac{\dot{X}_{1}(t)-\dot{X}_{2}(t)}{\sqrt{2}}$ hits 0 . Before $T_{12}, \frac{\dot{x}_{1}(t)-\dot{X}_{2}(t)}{\sqrt{2}}$ and $\frac{\dot{X}_{1}(t)+\dot{X}_{2}(t)}{\sqrt{2}}$ are independent Brownian motions. Therefore,

$$
\begin{aligned}
& \mathbb{P}\left[f^{\prime}\left(\hat{X}_{1}(s)\right) f^{\prime}\left(\hat{X}_{2}(s)\right) 1_{\left\{T_{12}<s\right\}}\right] \\
&= \int_{0}^{s} d F_{\frac{x_{1}-x_{2}}{\sqrt{2}}}(r) \int_{\mathbb{R}} d x p_{r}\left(x-\frac{x_{1}+x_{2}}{\sqrt{2}}\right) \int_{\mathbb{R}} d y f^{\prime}(y)^{2} p_{s-r}\left(y-\frac{x}{\sqrt{2}}\right) \\
&= \int_{0}^{s} d F_{\frac{x_{1}-x_{2}}{\sqrt{2}}}(r) \int_{\mathbb{R}} d x p_{r}\left(x-\frac{x_{1}+x_{2}}{\sqrt{2}}\right) \int_{\mathbb{R}} d y f^{\prime}(y)^{2} \sqrt{2} p_{2 s-2 r}(\sqrt{2} y-x) \\
&= \int_{0}^{s} d F_{\frac{x_{1}-x_{2}}{\sqrt{2}}}(r) \int_{\mathbb{R}} d y f^{\prime}(y)^{2} \sqrt{2} p_{2 s-r}\left(\sqrt{2} y-\frac{x_{1}+x_{2}}{\sqrt{2}}\right) \\
&= \int_{0}^{s} d F_{\frac{x_{1}-x_{2}}{\sqrt{2}}}(r) \int_{\mathbb{R}} d y f^{\prime}(y)^{2} p_{s-r / 2}\left(y-\frac{x_{1}+x_{2}}{2}\right),
\end{aligned}
$$

where $F_{x}$ is the distribution of the hitting time of 0 by a Brownian motion starting at $x$, i.e.,

$$
\frac{F_{x}(d r)}{d r}=\frac{|x|}{\sqrt{2 \pi r^{3}}} e^{-\frac{x^{2}}{2 r}} .
$$

Hence,

$$
\begin{aligned}
\mathbb{P}[ & \left.\left\langle M^{n}(f)\right\rangle_{t}-\left\langle M^{n}(f)\right\rangle_{s} \mid \mathfrak{F}_{s}\right] \\
& =\mathbb{P}\left[\left\langle M^{n}(f)\right\rangle_{t}-\left\langle M^{n}(f)\right\rangle_{s} \mid Z_{s}^{n}\right] \\
& =\int_{\mathbb{R}^{2}} Z_{s}^{n}\left(d x_{1}\right) Z_{s}^{n}\left(d x_{2}\right) \int_{0}^{t-s} d l \int_{0}^{l} d F_{\frac{x_{1}-x_{2}}{\sqrt{2}}}(r) \int_{\mathbb{R}} d y f^{\prime}(y)^{2} p_{l-\frac{r}{2}}\left(y-\frac{x_{1}+x_{2}}{2}\right) .
\end{aligned}
$$

Similar to the proof of the tightness of $Z^{n}$, we can prove that $\left\{\left\langle M^{n}(f)\right\rangle\right\}$ is tight in $C([0, \infty), \mathbb{R})$. We assume that $\left(Z^{n},\left\langle M^{n}(f)\right\rangle\right) \rightarrow(Z, \Lambda)$. Further, it is easy to show that for fixed $t>0$ and $f \in C_{b}^{2}(\mathbb{R}), Z_{t}^{n}(f)^{2}$ and $\left\langle M^{n}(f)\right\rangle_{t}$ are uniformly integrable.

Then it is easy to see that $M_{t}(f)$ is a square integrable martingale with quadratic variation process $\Lambda(t)$. Then

$$
\begin{aligned}
\mathbb{P}[ & {\left[\Lambda(t)-\Lambda(s) \mid \mathcal{F}_{s}\right] } \\
& =\lim _{n \rightarrow \infty} \mathbb{P}\left[\left\langle M^{n}(f)\right\rangle_{t}-\left\langle M^{n}(f)\right\rangle_{s} \mid \mathcal{F}_{s}\right] \\
& =\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{2}} Z_{s}^{n}\left(d x_{1}\right) Z_{s}^{n}\left(d x_{2}\right) \int_{0}^{t-s} d l \int_{0}^{l} d F_{\frac{x_{1}-x_{2}}{\sqrt{2}}}(r) \int_{\mathbb{R}} d y f^{\prime}(y)^{2} p_{s-\frac{r}{2}}\left(y-\frac{x_{1}+x_{2}}{2}\right) \\
& =\int_{\mathbb{R}^{2}} Z_{s}\left(d x_{1}\right) Z_{s}\left(d x_{2}\right) \int_{0}^{t-s} d l \int_{0}^{l} d F_{\frac{x_{1}-x_{2}}{\sqrt{2}}}(r) \int_{\mathbb{R}} d y f^{\prime}(y)^{2} p_{l-\frac{r}{2}}\left(y-\frac{x_{1}+x_{2}}{2}\right)
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
=\int_{0}^{t} d s \frac{1}{\delta} \int_{0}^{\delta} d l \int_{\mathbb{R}^{2}} Z_{s}\left(d x_{1}\right) Z_{s}\left(d x_{2}\right) \int_{0}^{l} d F_{\frac{x_{1}-x_{2}}{\sqrt{2}}}(r) \int_{\mathbb{R}} d y f^{\prime}(y)^{2} p_{l-\frac{r}{2}}\left(y-\frac{x_{1}+x_{2}}{2}\right) \tag{3.8}
\end{equation*}
$$

By Theorem 37 of ([11, p. 126]) and the continuity of $\Lambda$, the right hand side of (3.8) converges to $\Lambda(t)$ as $\delta \rightarrow 0$. On the other hand, the other side of (3.8) is

$$
\begin{aligned}
\lim _{\delta \rightarrow 0} \int_{0}^{t} d s \frac{1}{\delta} & \int_{0}^{\delta} d l \int_{\mathbb{R}^{2}} f^{\prime}\left(\frac{x_{1}+x_{2}}{2}\right)^{2} F_{\frac{x_{1}-x_{2}}{\sqrt{2}}}([0, l]) Z_{s}\left(d x_{1}\right) Z_{s}\left(d x_{2}\right) \\
= & \int_{0}^{t} d s \int_{\Delta} f^{\prime}\left(\frac{x_{1}+x_{2}}{2}\right)^{2} Z_{s}\left(d x_{1}\right) Z_{s}\left(d x_{2}\right) \\
& +\lim _{\delta \rightarrow 0} \int_{0}^{t} d s \frac{1}{\delta} \int_{0}^{\delta} d l \int_{\mathbb{R}^{2} \backslash \Delta} f^{\prime}\left(\frac{x_{1}+x_{2}}{2}\right)^{2} F_{\frac{x_{1}-x_{2}}{\sqrt{2}}}([0, l]) Z_{s}\left(d x_{1}\right) Z_{s}\left(d x_{2}\right)
\end{aligned}
$$

while the second term is bounded by

$$
\lim _{\delta \rightarrow 0} \int_{0}^{t} d s \int_{\mathbb{R}^{2} \backslash \Delta} f^{\prime}\left(\frac{x_{1}+x_{2}}{2}\right)^{2} F_{\frac{x_{1}-x_{2}}{\sqrt{2}}}([0, \delta]) Z_{s}\left(d x_{1}\right) Z_{s}\left(d x_{2}\right)=0
$$

Therefore, $\Lambda(t)$ equals the right hand side of (3.7) and hence, $Z$ solves the martingale problem (3.6)-(3.7).

Remark 3.6 The solution to the martingale problem (3.6)-(3.7) is not unique. For example, if the initial measure is $\frac{1}{2}\left(\delta_{\{0\}}+\delta_{\{1\}}\right)$, then for a two-dimensional coalescing Brownian motion $\left(\hat{X}_{t}^{1}, \hat{X}_{t}^{2}\right)$ starting at $(0,1)$, the process $\frac{1}{2}\left(\delta_{\left\{\hat{X}_{t}^{1}\right\}}+\delta_{\left\{\hat{X}_{t}^{2}\right\}}\right)$ is a solution. On the other hand, $\frac{1}{2}\left(\delta_{\left\{B_{t}^{1}\right\}}+\delta_{\left\{B_{t}^{2}\right\}}\right)$ is also a solution where $\left(B_{t}^{1}, B_{t}^{2}\right)$ is a standard twodimensional Brownian motion starting at $(0,1)$. The martingale problem does not appear to be the best way to characterize the desired model.

Let $S_{t}$ be the support of $Z_{t}$. The coalescing duality (1.1) can be used to derive another seemingly different duality.

Proposition 3.7 Given $y_{1}<\cdots<y_{2 m}$ and a $2 m$-dimensional coalescing Brownian motion $\hat{\mathbf{Y}}=\left(\hat{Y}_{1}, \ldots, \hat{Y}_{2 m}\right)$ with initial value $\left(y_{1}, \ldots, y_{2 m}\right)$, then

$$
\begin{equation*}
\mathbb{P}\left\{\bigcap_{i=1}^{n}\left\{\hat{X}_{i}(t) \in \bigcup_{j=1}^{m}\left[y_{2 j-1}, y_{2 j}\right]\right\}\right\}=\mathbb{P}\left\{\bigcap_{i=1}^{n}\left\{\hat{X}_{i}(0) \in \bigcup_{j=1}^{m}\left[\hat{Y}_{2 j-1}(t), \hat{Y}_{2 j}(t)\right]\right\}\right\} \tag{3.9}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\mathbb{P}\left\{S_{t} \subset \bigcup_{j=1}^{m}\left[y_{2 j-1}, y_{2 j}\right]\right\}=\mathbb{P}\left\{S_{0} \subset \bigcup_{j=1}^{m}\left[\hat{Y}_{2 j-1}(t), \hat{Y}_{2 j}(t)\right]\right\} \tag{3.10}
\end{equation*}
$$

Proof By (3.2) we can show that

$$
\mathbb{P}\left[\left(\sum_{j=1}^{m} Z_{t}^{n}\left(\left[y_{2 j-1}, y_{2 j}\right]\right)\right)^{k}\right]=\mathbb{P}\left[\left(\sum_{j=1}^{m} Z_{0}^{n}\left(\left[\hat{Y}_{2 j-1}(t), \hat{Y}_{2 j}(t)\right]\right)\right)^{k}\right]
$$

Let $k \rightarrow \infty$; we have

$$
\mathbb{P}\left\{Z_{t}^{n}\left(\bigcup_{j=1}^{m}\left[y_{2 j-1}, y_{2 j}\right]\right)=1\right\}=\mathbb{P}\left\{Z_{0}^{n}\left(\bigcup_{i=1}^{m}\left[\hat{Y}_{2 j-1}(t), \hat{Y}_{2 j}(t)\right]\right)=1\right\}
$$

Then (3.9) follows, and (3.10) follows by letting $n \rightarrow \infty$ in (3.9).

Remark 3.8 It is not hard to see that (3.9) is essentially the continuous space counterpart of the duality in the one-dimensional nearest neighbor voter model.

The coalescing duality can also be used to show that $S_{t}$ is discrete for $t>0$. Write $|A|$ for the cardinality of set $A \subset \mathbb{R}$.

Proposition 3.9 For each $t>0, \mathbb{P}\left[\left|S_{t} \cap[-M, M]\right|\right] \leq \frac{2 M}{\sqrt{\pi t}}, M>0$.

Proof By (3.10) and the reflection principle of Brownian motion,

$$
\begin{align*}
\mathbb{P}\left\{S_{t} \cap(a, b) \neq \varnothing\right\} & =1-\mathbb{P}\left\{S_{t} \subset(-\infty, a] \cup[b, \infty)\right\}  \tag{3.11}\\
& \leq 1-\mathbb{P}\left\{T_{a, b}<t\right\} \\
& =\frac{1}{\sqrt{2 \pi t}} \int_{0}^{\infty} e^{-\left(x-\frac{b-a}{\sqrt{2}}\right)^{2} / 2 t}-e^{-\left(x+\frac{b-a}{\sqrt{2}}\right)^{2} / 2 t} d x
\end{align*}
$$

where $T_{a, b}$ is the time when two independent Brownian motions starting at $a$ and $b$ respectively first meet. Therefore, for any $M>0$,

$$
\begin{align*}
\mathbb{P}\left[\left|S_{t} \cap[-M, M]\right|\right] & =\lim _{n \rightarrow \infty} \mathbb{P}\left[\sum_{i=-n}^{n-1} 1_{\left\{S_{t} \cap\left(\frac{i M}{n}, \frac{(i+1) M}{n}\right) \neq \varnothing\right\}}\right]  \tag{3.12}\\
& \leq \lim _{n \rightarrow \infty} \sum_{i=-n}^{n-1} \frac{1}{\sqrt{2 \pi t}} \int_{0}^{\infty} e^{-\left(x-\frac{M}{\sqrt{2 n}}\right)^{2} / 2 t}-e^{-\left(x+\frac{M}{\sqrt{2 n}}\right)^{2} / 2 t} d x \\
& =\frac{2 M}{\sqrt{\pi t}} .
\end{align*}
$$

Remark 3.10 The bound in Proposition 3.9 is rather crude since it holds for processes with any initial value $S_{0}$. A sharper result can be obtained if the configuration of $S_{0}$ is known. One would certainly expect that, almost surely, $S_{t}$ is finite over any compact set for all $t>0$. But we do not have a proof yet.
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