
Preface

The Statistics Wars

Today’s “statistics wars” are fascinating: They are at once ancient and up to
the minute. They reflect disagreements on one of the deepest, oldest, philo-
sophical questions: How do humans learn about the world despite threats of
error due to incomplete and variable data? At the same time, they are the
engine behind current controversies surrounding high-profile failures of
replication in the social and biological sciences. How should the integrity
of science be restored? Experts do not agree. This book pulls back the curtain
on why.

Methods of statistical inference become relevant primarily when effects are
neither totally swamped by noise, nor so clear cut that formal assessment of
errors is relatively unimportant. Should probability enter to capture degrees
of belief about claims? To measure variability? Or to ensure we won’t reach
mistaken interpretations of data too often in the long run of experience?
Modern statistical methods grew out of attempts to systematize doing all of
these. The field has been marked by disagreements between competing tribes
of frequentists and Bayesians that have been so contentious – likened in some
quarters to religious and political debates – that everyone wants to believe we
are long past them. We now enjoy unifications and reconciliations between
rival schools, it will be said, and practitioners are eclectic, prepared to use
whatever method “works.” The truth is, long-standing battles still simmer
below the surface in questions about scientific trustworthiness and the rela-
tionships between Big Data-drivenmodels and theory. The reconciliations and
unifications have been revealed to have serious problems, and there’s little
agreement on which to use or how to interpret them. As for eclecticism, it’s
often not clear what is even meant by “works.” The presumption that all we
need is an agreement on numbers – never mind if they’re measuring different
things – leads to pandemonium. Let’s brush the dust off the pivotal debates,
walk into the museums where we can see and hear such founders as Fisher,
Neyman, Pearson, Savage, and many others. This is to simultaneously zero in
on the arguments between metaresearchers – those doing research on
research – charged with statistical reforms.

Statistical Inference as Severe Testing

Why are some arguing in today’s world of high-powered computer searches
that statistical findings are mostly false? The problem is that high-powered
methods can make it easy to uncover impressive-looking findings even if they
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are false: spurious correlations and other errors have not been severely probed.
We set sail with a simple tool: If little or nothing has been done to rule out flaws
in inferring a claim, then it has not passed a severe test. In the severe testing
view, probability arises in scientific contexts to assess and control how capable
methods are at uncovering and avoiding erroneous interpretations of data.
That’s what it means to view statistical inference as severe testing. A claim is
severely tested to the extent it has been subjected to and passes a test that
probably would have found flaws, were they present. You may be surprised to
learn that many methods advocated by experts do not stand up to severe
scrutiny, are even in tension with successful strategies for blocking or account-
ing for cherry picking and selective reporting!

The severe testing perspective substantiates, using modern statistics, the
idea Karl Popper promoted, but never cashed out. The goal of highly well-tested
claims differs sufficiently from highly probable ones that you can have your
cake and eat it too: retaining both for different contexts. Claims may be
“probable” (in whatever sense you choose) but terribly tested by these data.
In saying we may view statistical inference as severe testing, I’m not saying
statistical inference is always about formal statistical testing. The testing meta-
phor grows out of the idea that before we have evidence for a claim, it must
have passed an analysis that could have found it flawed. The probability that
a method commits an erroneous interpretation of data is an error probability.
Statistical methods based on error probabilities I call error statistics. The value
of error probabilities, I argue, is not merely to control error in the long run, but
because of what they teach us about the source of the data in front of us.
The concept of severe testing is sufficiently general to apply to any of the
methods now in use, whether for exploration, estimation, or prediction.

Getting Beyond the Statistics Wars

Thomas Kuhn’s remark that only in the face of crisis “do scientists behave like
philosophers” (1970), holds some truth in the current statistical crisis in
science. Leaders of today’s programs to restore scientific integrity have their
own preconceptions about the nature of evidence and inference, and about
“what we really want” in learning from data. Philosophy of science can also
alleviate such conceptual discomforts. Fortunately, you needn’t accept the
severe testing view in order to employ it as a tool for bringing into focus the
crux of all these issues. It’s a tool for excavation, and for keeping us afloat in the
marshes and quicksand that often mark today’s controversies. Nevertheless,
important consequences will follow once this tool is used. First there will be
a reformulation of existing tools (tests, confidence intervals, and others) so as
to avoid misinterpretations and abuses. The debates on statistical inference
generally concern inference after a statistical model and data statements are in
place, when in fact the most interesting work involves the local inferences
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needed to get to that point. A primary asset of error statistical methods is their
contributions to designing, collecting, modeling, and learning from data.
The severe testing view provides the much-needed link between a test’s error
probabilities and what’s required for a warranted inference in the case at
hand. Second, instead of rehearsing the same criticisms over and over again,
challengers on all sides should now begin by grappling with the arguments we
trace within. Kneejerk assumptions about the superiority of one or another
method will not do. Although we’ll be excavating the actual history, it’s the
methods themselves that matter; they’re too important to be limited by what
someone 50, 60, or 90 years ago thought, or to what today’s discussants think
they thought.

Who is the Reader of This Book?

This book is intended for a wide-ranging audience of readers. It’s directed to
consumers and practitioners of statistics and data science, and anyone inter-
ested in the methodology, philosophy, or history of statistical inference, or the
controversies surrounding widely used statistical methods across the physical,
social, and biological sciences. You might be a researcher or science writer
befuddled by the competing recommendations offered by large groups
(“megateams”) of researchers (should P-values be set at 0.05 or 0.005, or not
set at all?). By viewing a contentious battle in terms of a difference in goals –
finding highly probable versus highly well-probed hypotheses – readers can see
why leaders of rival tribes often talk right past each other. A fair-minded
assessment may finally be possible. You may have a skeptical bent, keen to
hold the experts accountable. Without awareness of the assumptions behind
proposed reforms you can’t scrutinize consequences that will affect you, be it in
medical advice, economics, or psychology.

Your interest may be in improving statistical pedagogy, which requires, to
begin with, recognizing that no matter how sophisticated the technology has
become, the nature and meaning of basic statistical concepts are more
unsettled than ever. You could be teaching a methods course in psychology
wishing to intersperse philosophy of science in a way that is both serious and
connected to immediate issues of practice. You might be an introspective
statistician, focused on applications, but wanting your arguments to be on
surer philosophical grounds.

Viewing statistical inference as severe testing will offer philosophers of science
new avenues to employ statistical ideas to solve philosophical problems of
induction, falsification, and demarcating science from pseudoscience.
Philosophers of experiment should find insight into how statistical modeling
bridges gaps between scientific theories and data. Scientists often question the
relevance of philosophy of science to scientific practice. Through a series of
excursions, tours, and exhibits, tools from the philosophy and history of statistics
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will be put directly to work to illuminate and solve problems of practice. I hope
to galvanize philosophers of science and experimental philosophers to further
engage with the burgeoning field of data science and reproducibility research.

Fittingly, the deepest debates over statistical foundations revolve around
very simple examples, and I stick to those. This allows getting to the nitty-gritty
logical issues with minimal technical complexity. If there’s disagreement even
there, there’s little hope withmore complex problems. (I try to use the notation
of discussants, leading to some variation.) The book would serve as a one-
semester course, or as a companion to courses on research methodology,
philosophy of science, or interdisciplinary research in science and society.
Each tour gives a small set of central works from statistics or philosophy, but
since the field is immense, I reserve many important references for further
reading on the CUP-hosted webpage for this book, www.cambridge.org/mayo.

Relation to Previous Work

While (1) philosophy of science provides important resources to tackle founda-
tional problems of statistical practice, at the same time, (2) the statistical method
offers tools for solving philosophical problems of evidence and inference. My
earlier work, such as Error and the Growth of Experimental Knowledge (1996),
falls under the umbrella of (2), using statistical science for philosophy of science:
to model scientific inference, solve problems about evidence (problem of induc-
tion), and evaluate methodological rules (does more weight accrue to a hypoth-
esis if it is prespecified?). Error and Inference (2010), with its joint work and
exchanges with philosophers and statisticians, aimed to bridge the two-way
street of (1) and (2). This work, by contrast, falls under goal (1): tackling
foundational problems of statistical practice. While doing so will constantly
find us entwined with philosophical problems of inference, it is the arguments
and debates currently engaging practitioners that take the lead for our journey.

Join me, then, on a series of six excursions and 16 tours, during which we
will visit three leading museums of statistical science and philosophy of
science, and engage with a host of tribes marked by family quarrels, peace
treaties, and shifting alliances.1

1 A bit of travel trivia for those who not only read to the end of prefaces, but check its footnotes:
twomuseums will be visited twice, one excursion will have nomuseums.With one exception, we
engage current work through interaction with tribes, not museums. There’s no extra cost for the
26 souvenirs: A–Z.
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