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## 1. Introduction

In this paper we shall be interested in the Weierstrass transform defined by

$$
\begin{equation*}
f(x)=\int_{-\infty}^{\infty} k(x-y, 1) d \alpha(y) \tag{1.1}
\end{equation*}
$$

converging (conditionally) for $x$ in some interval, where

$$
\begin{equation*}
k(x, t)=(4 \pi t)^{-\frac{1}{2}} e^{-x^{2} / 4 t} \tag{1.2}
\end{equation*}
$$

A representation theorem is a set of necessary and sufficient conditions on $f(x)$ so that $f(x)$ be represented by (1.1) with $\alpha(y)$ belonging to a certain class of functions. Representation theorems were discussed in [2], [3, Ch. VIII], [4], [5], [7] and [8]. In these papers conditions on $f(x)$ were given in order that $\alpha(y)$ would belong to one of the following classes:
(a) $\alpha(y)$ is increasing or decreasing, (see [8] and [3, p. 204]).
(b) $\alpha(y) \in B . V[-\infty, \infty]$, (see [7] and [3, p. 198]).
(c) $\alpha(y)$ satisfies $\int_{-\infty}^{\infty} k(x-y, 1)|d \alpha(y)|<\infty$ for all $x \in(a, b)$ for some $a, b a<b$, (see [4, p. 37] and [2]).
(d) $\alpha(y)=\int^{y} \phi(u) d u$ and $\phi \in L_{p}(-\infty, \infty) 1<p \leqq \infty($ see [3, p. 195]).
(e) $\alpha(y)=\int^{y} \phi(u) d u$ and $e^{-(x-u)^{2} / 4} \phi(u) \in L_{p} 1<p \leqq \infty \quad$ for $x \in(a, b)$ for some $a$ and $b$, (see [4, p. 43] and [2]).
(f) Same as (e) for $p=1$ (see [4, p. 48]).
(g) $|\phi(u)| \leqq N e^{a y^{2}}, a<\frac{1}{4}$ and $-\infty<y<\infty$, (see [3, p. 207]).

Obviously there are functions $f(x)$ representable by (1.1) with determining functions $\alpha(y)$ that are not in any one of the classes (a) $\rightarrow(\mathrm{g})$. Our main result will be to find necessary and sufficient conditions on $f(x)$ so that there exist a function $\alpha(y)$ locally of bounded variation for which (1.1) converges conditionally in some interval $(a, b) a<b$. This obviously is the widest class of $f(x)$ for which the Weierstrass-Stieltjes transform (1.1) exists. We may also restrict ourselves to the transform $f(x)$

$$
\begin{equation*}
f(s)=\int_{-\infty}^{\infty} k(s-y, 1) \phi(y) d y \tag{1.3}
\end{equation*}
$$

of locally Lebesgue integrable function $\phi(y)$. The widest class of $f(x)$ represented by (1.3) corresponds to the class of $\phi(y)$ for which (1.3) converges conditionally in a strip $a_{1}<\operatorname{Re} s<a_{2}$. Representation of this class is of special interest and will be the result of section 6 . New representation theorems will be given for $f(s)$ satisfying (1.1) and (1.3) where the integral converges absolutely in sections 5 and 7 respectively. A representation theorem for $f(s)$ satisfying (1.3) where

$$
\begin{equation*}
|\phi(u)| \leqq \operatorname{Me}^{u^{2} / 4} \min \left(e^{-a u / 2}, e^{-b u / 2}\right) \tag{1.4}
\end{equation*}
$$

will be given in section 3. This result generalizes a corresponding result of Hirschman and Widder [3, p. 207], it is also used in proof and for motivation in the rest of the paper.

## 2. A preliminary theorem for temperature functions

To prove our representation theorem for Weierstrass transforms of functions satisfying (1.4) we first have to obtain a result about functions satisfying the Heat equation which is interesting by itself. To state this result we have to define class $H$ [3, p. 181].

Definition 2.1. A function $u(x, t)$ is said to belong to class $H$ in domain $D$ if $u_{x x}(x, t)=u_{t}(x, t)$ and $u(x, t) \in C^{2}$ in $D$.

## Theorem 2.1. The conditions

$$
\begin{equation*}
u(x, t) \in H \text { for } 0<t<1,-\infty<x<\infty \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
|u(x, t)| \leqq \frac{M}{\sqrt{1-t}} e^{2 / 4(1-t)} \min _{i=1,2} \exp \left[-\frac{a_{i} x}{2(1-t)}+\frac{a_{i}^{2} t}{4(1-t)}\right] \tag{2}
\end{equation*}
$$

for $0<t<1-\infty<x<\infty$ and some $a_{1}<a_{2}$, are necessary and sufficient that

$$
\begin{equation*}
u(x, t)=\int_{-\infty}^{\infty} k(x-y, t) \phi(y) d y \tag{2.1}
\end{equation*}
$$

where the integral (2.1) converges absolutely for $0<t<1,-\infty<x<\infty$ and $\phi(y)$ satisfies

$$
\begin{equation*}
|\phi(y)| \leqq M e^{y^{2} / 4} \min _{i=1,2} e^{-a_{i} y / 2} \text { for all } y \tag{2.2}
\end{equation*}
$$

To shorten some of the expressions we write

$$
\begin{equation*}
R\left(a_{i}, x, t\right)=\exp \left[-\frac{a_{i} x}{2(1-t)}+\frac{a_{i}^{2} t}{4(1-t)}\right] . \tag{2.3}
\end{equation*}
$$

Proof. We first prove the necessity of conditions (1) and (2). Condition (1) is implied by (2.1). Combining (2.1) and (2.2) we write:

$$
\begin{aligned}
|u(x, t)| & \leqq \int_{-\infty}^{\infty} k(x-y, t)|\phi(y)| d y \\
& \leqq M \int_{-\infty}^{\infty} k(x-y, t) e^{y^{2} / 4}\left\{\min _{i=1,2} e^{-a_{i} y / 2}\right\} d y \\
\leqq & M \min _{i=1,2} \int_{-\infty}^{\infty} k(x-y, t) \exp \left[\frac{1}{4} y^{2}-\frac{1}{2} a_{i} y\right] d y \\
= & M \min _{i=1,2} \frac{1}{\sqrt{4 \pi t}} \exp \left[\frac{x^{2}}{4(1-t)}-\frac{x a_{i}}{2(1-t)}+\frac{a_{i}^{2} t}{4(1-t)}\right] \\
& \cdot \int_{-\infty}^{\infty} \exp \left[-\frac{1-t}{4 t}\left(y-\frac{x}{1-t}+\frac{a_{i} t}{1-t}\right)^{2}\right] d y \\
\leqq & \frac{M}{\sqrt{1-t}} \exp \left(\frac{x^{2}}{4(1-t)}\right) \min \exp \left[-\frac{x a_{i}}{2(1-t)}+\frac{a_{i=1,2}^{2} t}{4(1-t)}\right]
\end{aligned}
$$

which completes the proof of necessity of condition (2).
We shall prove now the sufficiency of conditions (1) and (2). Define $V(x, t)$ by

$$
\begin{equation*}
V(x, t)=\int_{-\infty}^{\infty} k(x-y, t) e^{y^{2} / 4}\left\{\min _{i=1,2} e^{-a_{i} y / 2}\right\} d y \equiv \int_{-\infty}^{\infty} k(x-y, t) d \beta(y) \tag{2.4}
\end{equation*}
$$

(Choosing $\beta(0)=0$ a normalized $\beta(y)$ is unique). Recalling [1, p. 146 (21)] that

$$
\begin{equation*}
\int_{0}^{\infty} e^{-u^{2} / 4 \alpha} e^{-s u} d u=\pi^{\frac{1}{2}} \alpha^{\frac{1}{2}} e^{\alpha s^{2}} \operatorname{Erfc}\left(\alpha^{\frac{1}{2}} s\right) \tag{2.5}
\end{equation*}
$$

where $\operatorname{Erfc}(x)=2 \pi^{-\frac{1}{2}} \int_{x}^{\infty} e^{-t^{2}} d t$ we calculate $V(x, t)$ and obtain

$$
\begin{aligned}
& V(x, t)=\frac{1}{2 \sqrt{1-t}} \exp \left(\frac{x^{2}}{4(1-t)}\right)\left\{R\left(a_{1}, x, t\right) \cdot \operatorname{Erfc}\left[\frac{x}{2\left(t-t^{2}\right)^{\frac{1}{2}}}-\frac{a_{1} t^{\frac{1}{2}}}{2(1-t)^{\frac{t^{2}}{2}}}\right]\right. \\
&\left.+R\left(a_{2}, x, t\right) \operatorname{Erfc}\left[-\frac{x}{2\left(t-t^{2}\right)^{\frac{1}{2}}}+\frac{a_{2} t^{\frac{1}{2}}}{2(1-t)^{\frac{1}{2}}}\right]\right\}
\end{aligned}
$$

Obviously the necessity of (1) and (2) implies

$$
\begin{equation*}
V(x, t) \leqq \frac{1}{\sqrt{1-t}} \exp \left(\frac{x^{2}}{4(1-t)}\right) \min _{i=1,2} R\left(a_{i}, x, t\right) \equiv H(x, t) \tag{2.6}
\end{equation*}
$$

We shall need in our proof that for every fixed $a_{1}$ and $a_{2}$ and $\varepsilon>0$ $0<t<\delta(\varepsilon)$

$$
\begin{equation*}
V(x, t) \geqq(1-\varepsilon) H(x, t) . \tag{2.7}
\end{equation*}
$$

We can choose $\eta_{1}(\varepsilon)$ so that for $|y| \leqq \eta_{1}(\varepsilon) e^{y^{2} / 4} \min _{i=1,2} e^{-a_{i} y / 2} \geqq 1-\varepsilon / 3$ and then using (2.3) we obtain for $|x| \leqq \frac{1}{2} \eta_{1}(\varepsilon)$ and $0<t<\delta_{1}(\varepsilon) V(x, t) \geqq 1-2 \varepsilon / 3$. Since $H(x, t)$ is continuous at a neighbourhood of $(0,0)$ and $H(0,0)=1$ we have for $|x| \leqq \eta_{2}$ and $0<t<\delta_{2} V(x, t) \geqq(1-\varepsilon) H(x, t)$. For $|x| \geqq \eta_{2}$ we can choose $\delta_{3}<\delta_{2}$ such that for $t<\delta_{3}$

$$
\min _{i=1.2} R\left(a_{i}, x, t\right)= \begin{cases}R\left(a_{1}, x, t\right) & x \leqq-\eta_{2} \\ R\left(a_{2}, x, t\right) & x \geqq \eta_{2} .\end{cases}
$$

To prove (2.7) it is enough now to show for $|t|<\delta \leqq \delta_{3}$ and $x \geqq \eta_{2}$ that
(a)

$$
\begin{aligned}
\operatorname{Erfc}\left[\frac{x}{2\left(t-t^{2}\right)^{\frac{1}{2}}}-\frac{a_{1} t^{\frac{1}{2}}}{2(1-t)^{\frac{1}{2}}}\right] & <\frac{\varepsilon}{2} \exp \left[\frac{\left(a_{2}^{2}-a_{1}^{2}\right) t}{4(1-t)}+\frac{\left(a_{1}-a_{2}\right) x}{2(1-t)}\right] \\
& <\frac{\varepsilon}{2} \exp \left[\frac{\left(a_{2}^{2}-a_{1}^{2}\right) t}{4(1-t)}\right]
\end{aligned}
$$

(b)

$$
\operatorname{Erfc}\left[-\frac{x}{2\left(t-t^{2}\right)^{\frac{1}{2}}}+\frac{a_{2} t^{\frac{1}{2}}}{2(1-t)^{\frac{1}{2}}}\right]>2-\varepsilon
$$

and corresponding results for $x \leqq-\eta_{2}$. Using the estimate

$$
\int_{x}^{\infty} e^{-y^{2}} d y \leqq \int_{x}^{\infty} y e^{-y^{2}} d y=\frac{1}{2} e^{-x^{2}}
$$

for $x \geqq 1$ and straightforward computation we can prove (a) and (b) and therefore (2.7).

We recall now that (see Th. 12.2 of [3, p. 202]) necessary and sufficient conditions for $u(x, t)$ to be written as

$$
u(x, t)=\int_{-\infty}^{\infty} k(x-y, t) d \alpha(y) \quad \text { in } 0<t<\delta,-\infty<x<\infty
$$

with $\alpha(y)$ nondecreasing is

$$
u(x, t) \geqq \quad 0 \text { and } u(x, t) \in H \quad \text { for } 0<t<\delta,-\infty<x<\infty
$$

Using (2.7) we have

$$
-M(1-\varepsilon)^{-1} V(x, t) \leqq u(x, t) \leqq M(1-\varepsilon)^{-1} V(x, t) 0<t<\delta(\varepsilon)
$$

and this implies the existence of $\gamma_{i}(t) i=1,2$, both nondecreasing and unique after normalization, such that

$$
\begin{equation*}
M(1-\varepsilon)^{-1} V(x, t)+(-1)^{i} u(x, t)=\int_{-\infty}^{\infty} k(x-y, t) d \gamma_{i}(y) \quad 0<t<\delta i=1,2 \tag{2.8}
\end{equation*}
$$

Recalling (2.4) there exists $\alpha(y)$ locally of bounded variation such that

$$
\begin{equation*}
u(x, t)=\int_{-\infty}^{\infty} k(x-y, t) d \alpha(y) \tag{2.9}
\end{equation*}
$$

for $0<t<\delta(\varepsilon)$ and $\gamma_{i}(y)=M(1-\varepsilon)^{-1} \beta(y)+(-1)^{i} \alpha(y)$. Following now arguments in [7] and [3, p. 207] we get $\alpha(y)=\int^{y} \phi(x) d x$ and

$$
\begin{equation*}
|\phi(y)| \leqq M(1-\varepsilon)^{-1} e^{y^{2} / 4} \min _{i=1,2} e^{-a_{i} y / 2} \tag{2.10}
\end{equation*}
$$

The function $\alpha(y)$ is independent of $\varepsilon$, in spite of the dependence of $\gamma_{i}(y)$ on $\varepsilon$, since $\alpha(y)$ satisfying (2.9) in $0<t<\delta$ is unique. $\phi(y)$ now satisfies (2.10) for all $\varepsilon$ and therefore (2.2) but then (2.1) converges absolutely in $0<t<1$.

Remark 2.1.a. In condition (2) of Theorem 2.1 we replace $0<t<1$ by $0<t<\delta$ and call it (2)*. Conditions (1) of Theorem 2.1 and (2)* can replace (1) and (2) as necessary and sufficient for (2.1) and (2.2). The necessity is obvious while sufficiency follows the proof of Theorem 2.1.

## 3. The asymptotic representation theorem

In this section a representation theorem for the Weierstrass transform of $\phi$ satisfying (1.3) will be obtained. This result will be used in the motivation and proof of the following theorems of this paper. For our theorem we define first, class $A[a, b]$.

Definition 3.1. A function $f(z)$ analytic in $a<\operatorname{Re} z<b$ belongs to class $A[a, b]$ if $f(x+i y)=0\left(e^{y^{2} / 4}\right)$ uniformly for $x$ in every closed subinterval of $(a, b)$.

Define also (see [3]) $K(s, t)$ by

$$
\begin{equation*}
K(s, t)=\left(\frac{\pi}{t}\right)^{\frac{1}{2}} e^{s^{2} / 4 t}=2 \pi k(i s, t) \tag{3.1}
\end{equation*}
$$

Theorem 3.1. The conditions (1) $f(z) \in A\left[a_{1}, a_{2}\right]$ and

$$
\begin{equation*}
\left|\frac{1}{2 \pi} \int_{d-i \infty}^{d+i \infty} K(s-x, t) f(s) d s\right| \leqq M t^{-\frac{1}{2}} e^{x^{2} / 4 t} \min _{i=1,2} R\left(a_{i}, x, 1-t\right) \tag{2}
\end{equation*}
$$

(where $R\left(a_{i}, x, t\right)$ was defined by (2.3)) for some $d$, $a_{1}<d<a_{2}$ and $0<r<1$ are necessary and sufficient that

$$
\begin{equation*}
f(x)=\int_{-\infty}^{\infty} k(x-y, 1) \phi(y) d y \tag{3.2}
\end{equation*}
$$

converges absolutely for $a_{1}<x<a_{2}$ and

$$
\begin{equation*}
|\phi(y)| \leqq M e^{y^{2} / 4} \min _{i=1,2} e^{-a_{i} y / 2} \tag{3.3}
\end{equation*}
$$

Proof. To prove necessity of (1) and (2) we observe that (3.3) implies $\mid \exp \left[-(x-y)^{2} / 4\right] \phi(y) \|_{1}<\infty$ for $a_{1}<x<a_{2}$ and therefore using Lemma 1 of [4, p. 32] (3.3) implies condition (1). Using Theorem 7.3 of [3, pp. 189-191] we obtain for $a_{1}<d<a_{2}$

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{d-i \infty}^{d+i \infty} K(z-x, t) f(z) d z=\int_{-\infty}^{\infty} k(x-u, 1-t) \phi(u) d u . \tag{3.4}
\end{equation*}
$$

The necessity of condition (2) follows now the corresponding part of Theorem 2.1 replacing $t$ by $1-t$.

To prove (1) and (2) are sufficient we define

$$
\begin{equation*}
u(x, 1-t)=\frac{1}{2 \pi i} \int_{d-i \infty}^{d+i \infty} K(s-x, t) f(s) d s \tag{3.5}
\end{equation*}
$$

Using Cauchy's theorem and the asymptotic behaviour of both $K(s, t)$ and $f(s)$ it follows that (3.5) is independent of $d$, provided $d$ satisfies $a_{1}<d<a_{2}$. Recalling that $(\partial / \partial x)^{2} K(s-x, t)=-(\partial / \partial t) K(s-x, t)$ and differentiating under the integral sign in (3.5), which is easily justified, we obtain

$$
\begin{equation*}
\left(\frac{\partial}{\partial x}\right)^{2} u(x, 1-t)=-\frac{\partial}{\partial t} u(x, 1-t) \text { for } 0<t<1 \text { and }-\infty<x<\infty \tag{3.6}
\end{equation*}
$$

The sufficiency part of Theorem 2.1 implies now

$$
\begin{equation*}
u(x, 1-t)=\int_{-\infty}^{\infty} k(x-y, 1-t) \phi(y) d y \text { for } 0<t<1-\infty<x<\infty \tag{3.7}
\end{equation*}
$$ vhere $\phi(y)$ satisfies (3.3). For such $\phi(y)$

$$
\begin{equation*}
f_{*}(x) \equiv \int_{-\infty}^{\infty} k(x-y, 1) \phi(y) d y \tag{3.8}
\end{equation*}
$$

converges absolutely for $a_{1}<x<a_{2}$. To complete the proof it will be sufficient to show $f_{*}(x)=f(x)$ on $a_{1}<x<a_{2}$. Using the Lebesgue convergence theorem we obtain

$$
\begin{equation*}
f_{*}(x)=\lim _{t \rightarrow 0+} u(x, 1-t)=\lim _{t \rightarrow 0+} \int_{-\infty}^{\infty} k(x-y, 1-t) \phi(y) d y . \tag{3.9}
\end{equation*}
$$

Combining (3.5) and (3.9) we have

$$
\begin{aligned}
f_{*}(x) & =\lim _{t \rightarrow 0+} \frac{1}{2 \pi i} \int_{d-i \infty}^{d+i \infty} K(s-x, t) f(s) d s \\
& =\lim _{t \rightarrow 0+} \frac{1}{2 \pi i} \int_{x-i \infty}^{x+i \infty} K(s-x, t) f(s) d s \\
& =\lim _{t \rightarrow 0+} \frac{1}{2 \pi} \int_{-\infty}^{\infty} K(i y, t) f(x+i y) d y=\lim _{t \rightarrow 0+} \int_{-\infty}^{\infty} k(y, 1) f(x+i y \sqrt{t}) d y .
\end{aligned}
$$

Since for $x \in\left[A_{1}, A_{2}\right], \quad a_{1}<A_{1}<A_{2}<a_{2}$ and $0<t \leqq 1-\delta \int_{-\infty}^{\infty} k(y, 1)$ $|f(x+i y \sqrt{t})| d y \leqq M \int_{-\infty}^{\infty} e^{-y^{2} / 4} e^{y^{2}(1-\rho) / 4} d y<\infty$ we can use again Lebesgue convergence theorem now to show that $f(x)=\lim _{t \rightarrow 0+} \int_{-\infty}^{\infty} k(y, 1) f(x+i y \sqrt{t}) d y$ which completes the proof.

We conclude this section with a few remarks. We shall define first, class $B(a, b)$.

Definition 3.2. A function $f(z)$ analytic in $a<\operatorname{Re} z<b$ belongs to class $B[a, b]$ if $f(x+i y)=0\left(y e^{y^{2} / 4}\right)|y| \rightarrow \infty$ uniformly for every closed subinterval of ( $a, b$ ).

Remark 3.1.a. In a related result of Hirschman and Widder [3, p. 207] where the Weierstrass transform of $\phi(y)$ satisfying $|\phi(y)| \leqq M e^{a y^{2}} 0<a<\frac{1}{4}$ is represented the condition $f(z) \in B[a, b]$ is required. Using Nessel's result [4, p. 31] in the theorem above [3, p. 207] we can assume there $f(z) \in A[a, b]$ instead of $f(z) \in B[a, b]$.

Remark 3.1.b. If we follow carefully the sufficiency proof of Theorem 3.1 we can see that $f(z) \in B[a, b]$ can replace $f(z) \in A[a, b]$ there. (The necessity parts is easier then).

REMARK 3.1.c. In fact, in both theorems $f(z)=0\left(|y|^{n} e^{y^{2 / 4}}\right) y \rightarrow \infty$ uniformly in any closed subinterval of $(a, b)$ can replace $A[a, b]$ and $B[a, b]$. But we do use only $B[a, b]$ for theorems that will be proved later in this paper.

Remark 3.1.d. In theorem 3.1 in condition (2) $0<t<1$ could be replaced by $1-\delta<t<1$. This follows from Remark 2.1.a since Theorem 3.1 uses for its sufficiency part, the sufficiency part of Theorem 2.1 with $1-t$ replacing $t$.

## 4. Functions of locally bounded variation whose Weierstrass transform converges conditionally

In this section the most general class of functions $\alpha(y)$ for which WeierstrassStieltjes transform is defined will be treated.

Theorem 4.1. The conditions
(1) $f(z) \in B\left[a_{1}, a_{2}\right] a_{1}<a_{2}$ (Def. 3.2).
(2) For some $d a_{1}<d<a_{2}$

$$
\left|\int_{0}^{x}\left\{\int_{d-i \infty}^{d+i \infty} K(s-\xi, t) f(s) d s\right\} d \xi\right| \leqq M\left(\alpha_{1}, \alpha_{2}\right) t^{-\frac{1}{2}} e^{x^{2} / 4 t} \min _{i=1,2} R\left(\alpha_{i}, x, 1-t\right)
$$

for all $\alpha_{i}$ satisfying $a_{1}<\alpha_{1}<\alpha_{2}<a_{2}, 0<t<1$ and $-\infty<x<\infty ;$ and

$$
\begin{equation*}
\int_{a}^{b}\left|\int_{d-i \infty}^{d+i \infty} K(s-\xi, t) f(s) d s\right| d \xi \leqq L(a, b) \quad 1-\delta \leqq t<1 \tag{3}
\end{equation*}
$$

for any $(a, b)-\infty<a<b<\infty$; are necessary and sufficient that; $f(x)$ will be represented as $f(x)=\int_{-\infty}^{\infty} k(x-y, 1) d \alpha(t)$ where the integral converges conditionally for $a_{1}<x<a_{2}$.

Remark 4.1.a. Actually we shall prove that (1) (2) for a fixed pair $\left(\alpha_{1} \alpha_{2}\right)$ and (3) willimply the conditional convergence of (1.1) for $x \in\left(\beta_{1}, \beta_{2}\right) \alpha_{1}<\beta_{1}<\beta_{2}<\alpha_{2}$ and that will imply (1), (2) and (3) with $\gamma_{i}$ instead of $\alpha_{i}$ where $\beta_{1}<\gamma_{1}<\gamma_{2}<\beta_{2}$.

Proof. We shall show (1), (2) and (3) are necessary first. The necessity of (1) follows [3, p. 180]. The conditional convergence of (1.1) in ( $a_{1}, a_{2}$ ) implies (see [3, p. 190]).

$$
\begin{equation*}
|\alpha(y)| \leqq M\left(\alpha_{1}, \alpha_{2}\right) e^{y^{2} / 4} \min _{i=1,2} e^{-\alpha_{i} y / 2} \tag{4.1}
\end{equation*}
$$

for any $\left(\alpha_{1}, \alpha_{2}\right)$ satisfying $a_{1}<\alpha_{1}<\alpha_{2}<a_{2}$, and also for $a_{1}<d<a_{2}$

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{d+i \infty}^{d+i \infty} K(s-x, t) f(s) d s=\int_{-\infty}^{\infty} k(x-u, 1-t) d \alpha(u) \tag{4.2}
\end{equation*}
$$

Writing now

$$
\begin{aligned}
\int_{0}^{x}\left\{\int_{-\infty}^{\infty} k(\xi-u, 1-t) d \alpha(u)\right\} d \xi= & \int_{0}^{x}\left\{\int_{-\infty}^{\infty}\left[\frac{\partial}{\partial u} k(\xi-u, 1-t)\right] \alpha(u) d u\right\} d \xi \\
= & -\int_{-\infty}^{\infty} \int_{0}^{x} \frac{\partial}{\partial \xi} k(\xi-u, 1-t) \alpha(u) d \xi d u \\
= & -\int_{-\infty}^{\infty} k(x-u, 1-t) \alpha(u) d u \\
& +\int_{-\infty}^{\infty} k(-u, 1-t) \alpha(u) d u \equiv I_{1}+I_{2}
\end{aligned}
$$

The interchange of order of integration above is justified by Fubini theorem using (4.1). Theorem 3.1 used on both $I_{1}$ and $I_{2}$ implies condition (2). Recalling that $\alpha(y)$ satisfies $\int_{a-1}^{b+1}|d \alpha(y)| \leqq A_{*}(a, b)(\alpha(y)$ is locally of bounded variation), we have

$$
\begin{aligned}
\int_{a}^{b}\left|\int_{-\infty}^{\infty} K(\xi-u, 1-t) d x(u)\right| d \xi \leqq & 2 \pi\left\{\int_{a}^{b}\left|\int_{-\infty}^{a-1} k(\xi-u, 1-t) d x(u)\right| d \xi\right. \\
& +\int_{a}^{b}\left|\int_{a-1}^{b+1} k(\xi-u, 1-t) d x(u)\right| d \xi \\
& \left.+\int_{a}^{b}\left|\int_{b+1}^{\infty} k(\xi-u, 1-t) d x(u)\right| d \xi\right\} \\
\equiv & 2 \pi\left\{J_{1}+J_{2}+J_{3}\right\}
\end{aligned}
$$

It is easy to see that $J_{2} \leqq A_{*}(a, b)$. To estimate $J_{1}$ (treatment of $J_{3}$ is similar) we write

$$
\begin{array}{r}
J_{1} \leqq \int_{a}^{b}\left|\int_{-\infty}^{a-1} \frac{\partial}{\partial \xi} k(\xi-u, 1-t) x(u) d u\right| d \xi+\int_{a}^{b}|\alpha(a-1)| k(\xi-u, 1-t) d \xi \\
=J_{1,1}^{*}+J_{1,2}^{*}
\end{array}
$$

Obviously $J_{1,2}^{*}$ is bounded independently of $t$ (we choose $\alpha(0)=0$ ). For $\xi \in(a, b)$ and $u \in(-\infty, a-1) \quad \partial / \partial \xi k(\xi-u, 1-t)>0$

$$
\begin{aligned}
J_{1,1}^{*} & \leqq \int_{a}^{b}\left\{\int_{-\infty}^{a-1} \frac{\partial}{\partial \xi} k(\xi-u, 1-t)|\alpha(u)| d u\right\} d \xi \\
& \leqq \int_{-\infty}^{a-1} k(a-u, 1-t)|\alpha(u)| d u+\int_{-\infty}^{a-1} k(b-u, 1-t)|\alpha(u)| d u \\
& =0(1) t \rightarrow 1-
\end{aligned}
$$

Therefore $J_{2}$ is bounded for $1-\delta<t<1$ which completes the proof of condition (3).
To prove that conditions (1), (2) and (3) are sufficient our first step will be to show for a fixed $t \quad 0<t<1$ and for $x \in\left(a_{1}, a_{2}\right)$

$$
\begin{equation*}
\int_{-\infty}^{\infty} k(x-\xi, t)\left\{\frac{1}{2 \pi i} \int_{d-i \infty}^{d+i \infty} K(s-\xi, t) f(s) d s\right\} d \xi=f(x) \tag{4.3}
\end{equation*}
$$

Condition (2) implies the convergence of the integral in (4.3) (conditional convergence). Condition (1) combined with Cauchy Theorem implies for $a_{1}<d_{1}$, $d<a_{2}$

$$
\begin{equation*}
\int_{d-i \infty}^{d+i \infty} K(s-\xi, t) f(s) d s=\int_{d_{1}-i \infty}^{d_{1}+i \infty} K(s-\xi, t) f(s) d s \tag{4.4}
\end{equation*}
$$

Straightforward computation yields for $0<\tau<t<1$

$$
\begin{equation*}
\int_{-\infty}^{\infty} k(x-\xi, \tau)\left\{\int_{d-i \infty}^{d+i \infty}|K(s-\xi, t) f(s)| d s\right\} d \xi<\infty \tag{4.5}
\end{equation*}
$$

Therefore using (4.4) and (4.5) for $a_{1}<x<a_{2}$ and [3, p. 177, (1)] we have

$$
\begin{aligned}
\int_{-\infty}^{\infty} k(x-\xi, \tau) & \left.\frac{1}{2 \pi i} \int_{d-i \infty}^{d+i \infty} K(s-\xi, t) f(s) d s\right\} d \xi \\
& =\frac{1}{2 \pi i} \int_{x-i \infty}^{x+i \infty} f(s)\left\{\int_{-\infty}^{\infty} k(x-\xi, \tau) K(s-\xi, t) d \xi\right\} d s \\
& =\int_{-\infty}^{\infty} f(x+i y) d y \int_{-\infty}^{\infty} k(\xi, \tau) k(i \xi-u, t) d \xi \\
& =\int_{-\infty}^{\infty} f(x+i y) k(y, t-\tau) d y
\end{aligned}
$$

Obviously

$$
\lim _{\tau \rightarrow t^{-}} \int_{-\infty}^{\infty} f(x+i y) k(y, t-\tau) d y=f(x)
$$

and therefore to prove (4.3) it is enough to show

$$
\begin{equation*}
\left|\int_{-\infty}^{\infty}(k(x-\xi, \tau)-k(x-\xi, t))\left\{\frac{1}{2 \pi i} \int_{d-i \infty}^{d+i \infty} K(s-\xi, t) f(s) d s\right\} d \xi\right|=o(1) \quad \tau \rightarrow t- \tag{4.6}
\end{equation*}
$$ which we can obtain applying condition (2) again.

Our next step will be to determine $\alpha(y)$. We define $\alpha_{i}(y)$ by

$$
\begin{equation*}
\alpha^{\prime}(y)=\int_{0}^{y}\left\{\int_{d-i \infty}^{d+i \infty} K(s-\xi, t) f(s) d s\right\} d \xi \tag{4.7}
\end{equation*}
$$

Using condition (3) and Helly-Bray's Theorem [5, p.31] there exist a sequence $t_{n}$ and a function $\alpha(y), y \in[a, b]$ such that $\lim _{n \rightarrow \infty} \int_{a}^{b} f(y) d \alpha_{t_{n}}(y)=\int_{a}^{b} g(y) d \alpha(y)$ for all $g(y) \in[a, b]$ where $\int_{a}^{b}|d \alpha(y)| \leqq L(a, b)$ and $\alpha_{t_{n}}(y)$ tend to $\alpha(y)$ at all points of continuity of $\alpha(y)$. We take the sequence $\alpha_{t_{n(t)}}(y)$ to correspond to $[-1,1]$ (for $[a . b])$ and a subsequence of $\alpha_{\left.t_{(n 1}\right)} y, \alpha_{t_{(n 2)}}(y)$ to correspond to $[-2,2]$ etc. Define now $\alpha_{t(m)}(y)$ by Cantor diagonal selection principle. It seems as if we have different functions $\alpha(n, y)$ for each interval $[-n, n]$ but normalizing the $\alpha(n, y)$ and recalling that $\alpha_{t_{n(k)}}(y)$ is a subsequence of ${x_{t_{n(k-1)}}(y) \text { we observe that a unique }}$ function $\alpha(y)$ exists, is locally of bounded variation, satisfies

$$
\lim _{m \rightarrow \infty} \int_{-n}^{n} g(y) d \alpha_{t(m)}(y)=\int_{-n}^{n} g(y) d \alpha(y) \forall n
$$

and $\lim _{m \rightarrow \infty} \alpha_{t(m)}(y)=\alpha(y)$ at all points of continuity of $\alpha(y)$ (that is at all but a countable set of points). Therefore, for any $\left(\alpha_{1} \alpha_{2}\right) a_{1}<\alpha_{1}<\alpha_{2}<a_{2}$

$$
\begin{aligned}
|\alpha(y)| \leqq & \lim _{t(n) \rightarrow 1^{-}}\left|\alpha_{t(n)}(y)\right| \leqq M\left(\alpha_{1} \alpha_{2}\right) \lim _{t(n) \rightarrow 1^{-}}|t(n)|^{-\frac{1}{2}} e^{y^{2} / 4 t(n)} \\
& \cdot \min _{i=1,2} R\left(\alpha_{i}, y, 1-t(n)\right) \leqq M\left(\alpha_{1}, \alpha_{2}\right) e^{y^{2} / 4} \min _{i=1,2} e^{-\alpha_{i} y / 2}
\end{aligned}
$$

This implies

$$
\begin{equation*}
f_{*}(x) \equiv \int_{-\infty}^{\infty} k(x-y, 1) d \alpha(y) \tag{4.8}
\end{equation*}
$$

converges conditionally in $a_{1}<x<a_{2}$. The above means that for $A \leqq A_{1}$ and $B \geqq B_{1}$ for a fixed $x, x \in\left(a_{1}, a_{2}\right)$

$$
\begin{equation*}
\left|\int_{A}^{B} k(x-y, 1) d \alpha(y)-f_{*}(x)\right|<\varepsilon \tag{4.9}
\end{equation*}
$$

Using condition (2) one can show recalling (4.3) that for $A \leqq A_{2}<A_{1}$ and $B \geqq B_{2}>B_{1}$ and $t, t_{0} \leqq t<1$

$$
\begin{equation*}
\left|\int_{A}^{B} k(x-y, t) d \alpha_{t}(y)-f(x)\right|<\varepsilon \tag{4.10}
\end{equation*}
$$

(where $A_{2}$ and $B_{2}$ are independent of $t$ ). Choose $A=-N B=N$. For $t$ satisfying $t_{0}<t_{*}<t<1$ we have

$$
\begin{equation*}
\left|\int_{-N}^{N}(k(x-y, 1)-k(x-y, t)) d \alpha_{t}(y)\right|<\varepsilon . \tag{4.11}
\end{equation*}
$$

Choosing $t(m)>t\left(m_{0}\right)>t_{*}$ we have

$$
\begin{equation*}
\left|\int_{-N}^{N} k(x-y, 1) d \alpha_{t(m)}(y)-\int_{-N}^{N} k(x-y, 1) d \alpha(y)\right|<\varepsilon . \tag{4.12}
\end{equation*}
$$

Combining (4.9), (4.10), (4.11) and (4.12) we have $\left|f(x)-f_{*}(x)\right|<4 \varepsilon$. But both $f(x)$ and $f_{*}(x)$ are independent of $N$ and $t$ and therefore $f(x)=f_{*}(x)$. The above being true for $a_{1}<x<a_{2}$ we have

$$
f(x)=\int_{-\infty}^{\infty} k(x-y, 1) d \alpha(y) \quad a_{1}<x<a_{2}
$$

which completes the proof of our theorem.

## 5. Absolute convergence

In this section necessary and sufficient conditions on $f(x)$ to be represented as absolutely convergent Weierstrass-Stieltjes transform will be achieved. We shall need the following definition:

Definition 5.1. A function $f(z)$ analytic in the strip $a<\operatorname{Re} z<b$ and satisfying $f(x+i y)=0\left(e^{y^{2} / 4}\right)$ uniformly in any closed subinterval belongs to class $C[a, b]$.

Theorem 5.1. The conditions

$$
\begin{equation*}
f(x) \in C\left[a_{1}, a_{2}\right], a_{1}<a_{2} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{x}\left|\int_{d-i \infty}^{d+i \infty} K(s-\xi, t) f(s) d s\right| d \xi \leqq M\left(\alpha_{1}, \alpha_{2}\right) t^{-\frac{1}{2}} e^{x^{2} / 4 t} \min _{i=1,2} R\left(\alpha_{i}, x, 1-t\right) \tag{2}
\end{equation*}
$$

where $a_{1}<d<a_{2}, 0<t<1,-\infty<x<\infty$ and $\alpha_{1}, \alpha_{2}$ are any pair satisfying $a_{1}<\alpha_{1}<\alpha_{2}<a_{2} ;$ are necessary and sufficient that; $f(z)=\int_{-\infty}^{\infty} k(z-y, 1) d \alpha(y)$ and the integral will converge absolutely for $a_{1}<\operatorname{Rez}<a_{2}$.

Proof. The necessity proof of (2) is computational and that of (1) follows [4, p. 32].

To prove the sufficiency of (1) and (2) we observe that these conditions imply conditions (1), (2) and (3) of Theorem 4.1 and therefore the conditional convergence of $f(x)=\int_{-\infty}^{\infty} k(x-y, 1) d \alpha(y)$. We can complete the proof if we show that $f_{*}(x)=\int_{-\infty}^{\infty} k(x-y, 1)|d \alpha(y)|<\infty$ for $a_{1}<x<a_{2}$. We recall that

$$
\begin{equation*}
\int_{0}^{u}|d \alpha(y)| \leqq \lim _{n \rightarrow \infty} \int_{0}^{u}\left|d \alpha_{t_{n}}(y)\right| \tag{5.1}
\end{equation*}
$$

where $\alpha_{t}(y)$ was defined in (4.7). Condition (2) implies now for $\alpha_{1}<x<\alpha_{2}$

$$
\begin{aligned}
\int_{0}^{u}|d \alpha(y)| & \leqq M \lim _{t \rightarrow 1-} e^{u^{2} / 4 t} \min R\left(\alpha_{i}, u, 1-t\right) \\
& \leqq M e^{u^{2} / 4} \min _{i=1,2} e^{-\alpha_{i} u / 2}
\end{aligned}
$$

The last estimate establishes the absolute convergence of $\int_{-\infty}^{\infty} k(x-y, 1) d \alpha(y)$.
Remark 5.1.a. One can observe that the class of functions $\alpha(t)$ is the same as treated by Nessel [4, p. 37]; the conditions are different however. Condition (2) here replaces Nessel's condition
$\left\|\exp \left[-(t-x)^{2} / 4\right] \cdot \frac{1}{\sqrt{4 \pi i}} \int_{x-i T}^{x+i T}\left(1-\frac{|y|}{T}\right) \exp \left[(s-x)^{2} / 4\right] f(s) d s\right\|_{L_{1}}=o(1)$
for all $T$. Also here most of the proof follows as a corollary of the representation of the more general class.

## 6. Weierstrass transform of locally Lebesgue integrable functions

Representation theorem for Weierstrass transform

$$
\begin{equation*}
f(x)=\int_{-\infty}^{\infty} k(x-y, 1) \phi(y) d y \tag{6.1}
\end{equation*}
$$

where $\phi(y)$ is locally Lebesgue integrable and (6.1) converges conditionally in some strip would be obtained as follows:

Theorem 6.1. Conditions (1) and (2) of Theorem 4.1 and
(3)* $\int_{a}^{b}\left|\int_{d-i \infty}^{d+i \infty}\left[K\left(s-\xi, t_{1}\right)-K\left(s-\xi, t_{2}\right)\right] f(s) d s\right| d \xi=o(1) t_{i} \rightarrow 1-, 1-\delta<t_{i}<1$
for any $a, b-\infty<a<b<\infty$ (but the rate at which the double integral tends to zero depends on $(a, b)$ ), are necessary and sufficient for $f(x)$ to be represented by (6.1) converging conditionally in $a_{1}<x<a_{2}$ and $\phi(y) \in L_{1}(a, b)$ for all $-\infty<a<b<\infty$.

Proof. Condition (1) and (2) are necessary since they were necessary already for Theorem 4.1. To prove (3) we write

$$
\begin{aligned}
\int_{a}^{b} \left\lvert\, \frac{1}{2 \pi i}\right. & \int_{d-i \infty}^{d+i \infty}\left[K\left(s-\xi, t_{1}\right)-K\left(s-\xi, t_{2}\right)\right] f(s) d s \mid d \xi \\
& =\int_{a}^{b}\left|\int_{-\infty}^{\infty}\left[k\left(\xi-y, 1-t_{1}\right)-k\left(\xi-y, 1-t_{2}\right)\right] \phi(y) d y\right| d \xi \\
& \leqq \sum_{i=1}^{2} \int_{a}^{b}\left|\int_{-\infty}^{\infty} k\left(\xi-y, 1-t_{i}\right) \phi(y) d y-\phi(\xi)\right| d \xi \equiv \sum_{i=1}^{2} I_{i} .
\end{aligned}
$$

To estimate $I_{1}$ ( $I_{2}$ is estimated similarly) we follow the proof of Theorem 4.1 and write

$$
I_{1}=\int_{a}^{b}\left|\int_{a-1}^{b+1} k\left(\xi-y, 1-t_{1}\right) \phi(y) d y-\phi(\xi)\right| d \xi+o(1) \quad t \rightarrow 1-
$$

For a fixed $\varepsilon$ there exist $N$ such that $\int_{-N}^{N} k(x, 1) d x \geqq 1-\varepsilon$ and therefore for $\left(1-t_{1}\right) N<1$ we write

$$
\begin{aligned}
& I_{1}=\int_{a}^{b}\left|\int_{-N}^{N} k(v, 1)\left[\phi\left(\xi+\sqrt{1-t_{1} v}\right)-\phi(\xi)\right] d v\right| d \xi+\varepsilon \int_{a}^{b}|\phi(\xi)| d \xi \\
&+\varepsilon \int_{a-1}^{b+1}|\phi(y)| d y+0(1) \quad t \rightarrow 1-
\end{aligned}
$$

We now use Fubini's Theorem to write

$$
I_{1} \leqq \int_{-N}^{N} k(v, 1)\left\{\int_{a}^{b}\left|\phi\left(\xi+\sqrt{1-t_{1} v}\right)-\phi(\xi)\right| d \xi\right\} d v+2 \varepsilon \int_{a-1}^{b+1}|\phi(\xi)| d \xi
$$

Recalling that $\tau(h)=\int_{a}^{b}|\phi(\xi+h)-\phi(\xi)| d \xi$ satisfies $\tau(h)=o(1) h \rightarrow 0+$ we complete the proof of condition (3).

To prove sufficiency we recall that conditions (1) (2) and (3)* imply the corresponding conditions of Theorem 4.1 and therefore

$$
f(x)=\int_{-\infty}^{\infty} k(x-y, 1) d \alpha(y) .
$$

Condition (3)* implies $\alpha(y)=\int^{y} \phi(u) d u$ and this completes the proof of our theorem.

## 7. Absolutely convergent Weierstrass transform

The following theorem corresponding to those of former section can be obtained.

Theorem 7.1. The condition (1) $f(z) \in A\left[a_{1}, a_{2}\right]$, (2) condition (2) of Theorem 5.1, and (3) condition (3)* of Theorem 6.1, are necessary and sufficient for $f(x)$
to be written as $f(x)=\int_{-\infty}^{\infty} k(x-y, 1) \phi(y) d y$ the integral converging absolutely for $a_{1}<x<a_{2}$.

The proof is similar to proof of former theorems in this paper and would not be given here.

The same class of functions has also a different representation theorem [4, p. 48, Satz 3].
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