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ABSTRACT. A sta tisti ca l a na lysis has been m ade of the a nnua l bala nces co llec ted during 16 consecuti vc 
years at 32 sites on the a bla tion a rea of the Glac ier d e Saint-Sorlin (French Alps) . Only 38% of the 32 X 16 
ba lances are known ; moreover in 8 cases only the tota l balance for 2 consecuti ve yea rs is known, a nd in onc 
case the ba lance for 4 consecuti ve yea rs. A comprehensive s tudy of the errors leads us to assume the fo llowing 
linea r model fo r the a nnua l ba lance Xii a t sitej for year t: 

Xi ' = IXi + ~'+ '7i'+'7'}' - 17'}(t-I) 

where IXi and ~ t are para meters d ep ending upon the site a nd the yea r respec tivel y, '7it and '7'j t are ra ndom 
errors with a G aussia n distribution a nd sta nda rd errors a a nd a' respec ti vely. Assuming some known value 
fo r a'z/az = p, the pa ra meters IX} a nd ~ /, their vari a nce- cova ri a nce ma trix , a nd the vari a nce- covariance 
ma trix of the res iduals a re es tima ted in the mos t general case. T he es ti ma to rs being stable aga inst variations 
in p, the va lue p = 0 may be assumed ; this value does no t conAic t with the behaviour of the es timates of 
the res iduals . A tes t of the linear model d eri ved from Tukey's non-additivity tes t is positive. Although a 
much more genera l, non-linea r model 

X}' = IXl + ~' + Y}S, + '7} ' 

gives a better representation of 13 X 6 balances forming a comple te ta ble of data, the linear model with 
a ~ 0 .20 m is good enough to be used in theoretical studies or in routine work. 

R ESUME . Une analyse statisliqlle mllltivariate des bilans glaciaires allnllels. O n a fa it une a na lyse sta tistique d es 
bil a ns a nnuels recueillis penda nt 16 a ns consecutifs en 32 emplacements sur la zone d 'a blation du Glacier de 
Sa int-Sorlin (AI pes Fra n<;a ises) . Seul ement 3800 des 32 X 16 bila ns sont connus; de plus, da ns 8 cas, seul 
le bila n total pour 2 annees consecuti ves es t connu, e t dans un cas le bil a n pour 4 a nnees consecuti ves. Une 
e tude de ta illee des erreurs conduit a admettre le mod ele lineaire suivant pour le bilan a nnuel Xj' a I'emplace
mentj et pour I'annee t: 

X}' = IX} + ~ ' + '7 j ' + '7 '}t- 1J ' }('- I ) 

Oll IX} et ~I sont des parametres dependa nt respec tivement de l'emplacement e t d e l 'annee, 1J jt et 1J'} t des 
erreurs a leatoires a yant une distribu tion ga ussienne e t des ecarts-type a et a ' . En admettan t une va leur 
connue du ra pport a'z/az = p, les pa rametres IX} e t ~ t , leur ma trice d es va ri a nces e t cova ria nces, et la matrice 
des vari a nces e t covaria nces des res idus sont es times da ns le cas le plus genera l. Les es tima teurs e ta nt stables 
vis-a-vis des varia tions de p, on peut adopter p = 0 , valeur compa tible avec le comportement des es tima teurs 
des residus. Un tes t du mod i:le linea ire deri ve du tes t d e non-additi vite de Tukey es t positif. Bien qu 'un 
mod i:le bien plus general , non linea ire : 

Xj l = IX} + ~t+y}St + 1Jj t 

donne une meilleure representa tion de 13 X 6 bilans forma nt un plan d 'experi ence complet , le modele 
lineaire a vec a ~ 0.20 m es t suflisamment exact pour e tre utilise dans les e tudes theoriques ou les rei eves de 
,·outine. 

ZUSAMMENFASSUNG . M ehrdimellSionale statistische Allalyse von Cletscherjahresbilanzen . J a hresbilanzen, ermittclt 
a n 32 Stellen im Abla tionsgebiet des Glacier de Sa int-Sorlin (Fra nzosischc Alpen) in 16 Folgej ahren, wurden 
einer sta tistischen Ana lyse unterzogen. Nur 3800 d el' 32 X , 6 Bil a nzen sind bekannt ; a usserd a m liegt in 
8 Fa llen nul' die Gcsamtbila nz uber 2 Folgej a hre und in einem Fa ll di e Bila nz Ober 4 Folgej a hrc VOl' . Eine 
sorgfa ltige Fehleruntersuchung fUhrt zu der Annahme d es fo lgenden li nca rcn M od cll s fur die J a hresbilanz 
XiI an d er Stellej fur d as J a hr I : 

Xjt = IXj + ~' + '7}' -t- '7' }t - 1J' j(t - l ) 
worin IX} und ~t, o1'ts- bzw. j a hresabha ngige Pa ra meter , '7}' und '7 ' 1' hingegen zufa llige F ehl er m it einer 
Gaussschen Verteilung und mittleren Fchl ern a und a' sind . U nter del' Anna hme eines beka nnten Wertes 
fOr a' 2/ a2 = p werden die Para mete r IX} und ~" ih1'e Va ri anz-Kovaria nz-M a trix und die Va ri anz-Kovaria nz
~i(a tri x der R es tfchler flir d en a llgemeinsten F all a bgescha tzl. D a d ie Scha tzwerle unempfi ndlich gegen 
Anderungen von p sind , kan n p = 0 gesetz t wcrden ; dieser W ert steh t n icht im Widerspruch zum V erha lten 
d el' Scha tzwerte del' R es tfe hler. E in Tes t des lin ea ren M odell s, a bgelcitc t a us Tukeys T est fUr N ich t
Addi tivitat, ist pos itiv. Obwohl ein weit a llgemeineres, nichlineares M odel l 

Xi' = IX}+ ~/+ y}St - '7}' 

jenen 13 X 6 Bila nzen, die cincn voll standigen D a tensa tz bilden, besscr gerech t wird , ist das li neare Ivfocl ell 
m it a ~ 0,20 m a usreichend gena u fO r theoretische Studien odeI' fO r R ou(i nearbei(cn, 
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INTRODUCTION 

Since the beginning of the century glaciologists have spent considerable effort to measure 
emergence of ablation stakes, yet, nevertheless, no good statistical treatment seems to have been 
published hitherto . This ought to be done in order to complete incomplete se ts of data, to 
give adequate rul es for their implantation, and to know the accuracy of the total mass balances 
calculated for the whole glacier. If some theory of glacier fluctuations such as Nye's is applied 
to fi eld data, it is desirable to know the " noise" which enters in the input (the yearly balances) . 

As we sha ll see a comprehensive stati stical treatment needs first a better d efinition of the 
balance, and a close examination of the sources of error in the measurement. It will appear 
that these random terms in the balances are not independent. For this reason the classical 
computation of marginal variances would be incorrect here. More advanced statistics and 
matrix calculus are needed . 

We have now at our disposal annual balances for 16 consecutive years ( 1956- 72 ) on the 
ablation area of Glacier de Saint-Sorlin (French Alps). The Glacier de Saint-Sorlin, at the 
northern end of Grandes Rousses (lat. 45° I I ' N., long. 6° 10 ' E. ) fl ows from the Pic de 
l'E tenda rd (3 463 m ) towards the north-east. Its ablation area, approximately 900 m wide 
and I 400 m long today (it has receded of 700 m since the first survey by G . Flusin, in 1905), 
is smooth and almost without crevasses . It can be reached with caterpillar vehicles, and a 
small hut has been erected close to it by the Laboratoire de Glaciologie in 1969. 

Glaciological work began in 1957, under the impulse of c. -P. Peguy. In June of that year 
fOUl' ablation stakes of Kasser's model were driven with a hot-water drill lent by P . Kasser. 
In 1959, with a copy of Kasser's hot point, the present author could inCt'ease the number to 
10. Only 3 or 4 holes could be drill ed at that time between sunrise and sunset! 

With poor means and unpaid collaborators, the survey of stakes went on each year. 
Among them, let us call to mind the memories of the late J. Corbel, killed in a road accident 
during a speleological field trip in Spain, and of the la te R . Vivet, who fell to his d eath when 
climbing the Aiguille V erte with 14 other aspirants to the title of guide of the French moun
taineering school in July 1964. 

That year the C.N. R .S. founded its Labora toire d e Glaciologie and the glaciological 
work could proceed with a permanent staff. In 1966, with a steam drill devised by F. Gillet, 
which can drill a hole 10 m deep in 20 min , the number of ablation stakes was raised from 
I I to 22. Since 1968 an engineer in topography and geodesy, C . Carie , has joined the staff. 
In the years 1967- 70 four big missions were carri ed out (42 I man-days and 10 tons of materia l 
for the summer of 1969) . In recent years the use of light aircraft and a snow scooter has 
considerably reduced the logistic burden. This paper is the first analysing the many data 
which have been collected . 

This histori cal record explains why, in spite of considerable effort , the table of balance 
values (32 different sites and 16 calendar years) is far from being complete. Moreover in 
some years of unusual ablation, stakes were lost. In other years some stakes remained hidden 
under fresh snow at the time of the survey; then only a balance for two or more years is 
known . W e have at our disposal only 194 field data to fill the 512 compartments of the table 
(38%) . 

FIELD PROCEDURE 

The ablation stakes used by the Laboratoire de Glaciologie are made from young stems of 
chestnut, sold already painted as slalom stakes. They are cut in lengths of exactl y 2 m , and 
joined together by small strings nailed on the side. When driven into a bore hole, these sticks 
can neither overlap nor remain slightly apart. One stake is formed by five 2 m sticks, with the 
following colours, starting from the bottom : red , yellow, green, black, ringed with two colours. 
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This procedure avoids errors when surveying the fi eld of stakes. The em ergence is m easured 
to I cm , ta king for the level of the glacier the m ean level 0.5 m from the stake. 

Only the deepes t sti ck is anchored at its lower end into the ice by two steel strips. Then, 
for precise velocity m easurements, the point fixed relative to the ice is well known. On the 
other hand , for ablation m easurem ents, the error coming from the vertical strain of the ice 
(Vallon, 1968) may be important. A m ean correction wi ll be made adopting a standard 
value of 5 m for the driven part, and a local strain equa l to th e one deduced from the net of 
stakes. This cOlTection is not made in the data analysed h ere : it will be of intere t only for 
mass-budget studies or for correlations with m eteorological variables. A random error 
remains, however. 

When a stake is near its complete em ergence, a new one may be driven very close to it. 
T hen the correspond ence between both stakes is exactly known: we shall say that they a re 
included in the sam e sequence. In som e cases, for insta nce when a supraglacial tream or a 
crevasse h as appeared very near th e old stake, the ne,v one is driven a t som e distance up
stream. Then we shall speak of the sam e site, but of a distinct sequence. In the 32 sites 
studied , there have been 40 sequences. 

The aim is to reach the balances: 

( I) in metres of ice of a standard density (0.88 Mg/m 3) , 
(2) for a calendar year ( I O ctober to 30 Septem ber ), 
(3) at points of fixed geographical coordinates, 
(4 ) smoothed over about I 000 m 2 • 

This choice of the definition depends upon the problem s being ultimately inve tigated. 

( I) In order to know the changes in altitude of the glacier surface (the summit of the 
em erging stick having been exactly levelled ), the height of melted ice is required. But since 
we will stud y the total mass balance of the ablation zone and the inAuence of the m eteoro
logical factors it will be necessary to have the mass balances at individual points in Mg/m 3, to 
a constant factor. 

(2) When stud ying correlations with m eteorological variables, it is convenient to introduce 
monthly averages, which are already computed . Moreover , the end of the ablation season 
(viz. the period during which any snowfall has completely melted before the following one) 
changes very much in the Alps according to the year (and to the altitude in larger glaciers) . 
Thus the only way to m easure balances for a budget year in an ablation area would be to 
survey the stakes at the beginning of the winter, a heavy and dangerous task. Moreover, in 
this case many sta kes would not be found. 

(3) Balances in Eulerian variables are needed for calculating mass balances of the whole 
area, for glacier dynamics calculations and for correlations with altitude. This will not be 
th e case for heat-ba lance or hydrological-balance calculations in a limited area. 

(4) W e are interested in the behaviour of the whole glacier , and n ot in very local ablation 
forms. 

None of these requisites is fulfill ed : 

( I) The density of glacier ice varies by several per cent. 
(2) The surveys could be done only within 10 d of the ideal date. Even in 1958 and 1959 

th ey were done on 7 and 8 September respectively. Moreover in 1960, 1963, 1965 a nd 1972 
newly fall en snow covered the g lacier and it was not taken into acco un t in the measurements. 
So the em ergence data for these years refer to an anterior d ate, which is probably the end 
of the ablation season. The level of the ice at the stakes was first measured in June 1957; 
since the superimposed ice is negligible in June, this level refers to the end of the ablation 
season 1956. (These years are marked by a star in Tabl e I. ) 
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GLACIER DE st SORlIN 
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Fig. I. The ablation zone of Glacier de Saint-Sorlin (French Alps ) in September 1972. Index j of the sites alld movement of 
the stakes during the period of observation (which differs according to the site). The Ilumbers with two decimals are the 
estimated values of <X j for p = o. 
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(3) T he stakes move down-stream . evertheless, the motion is slov" (Fig. I). The hori-
zonta l movement of any stake during the period it has been surveyed is about 60 m at most , 
and its vertical movement about 8 m at most. In Table I , mean coordinates are given. (x and 
y correspond to the L ambert French coordinates, after substraction of 900000 and 320000 

respectively. The x-axis points towards the east and the y -axis towards the north , approxi
mately.) It may be noted that, as a consequence of this mo tion, and of big cha nges of the 
glacier near the front , it would be in general imposs ible to ma ke a good statistical analysis of 
very long records. 

(4) The emergence relates to a glacier surface smoothed over 1 m only. Supraglacia l 
streamlets, and changes in the dust cover and in the bubble content, cause local flu ctuations 
In the ab lation which must be smoothed out. 

Some smoothing actually happens not in space bu t with time. The accumulation is 
bigger in the hollows, the ablation bigger on the hillocks. If it were not so, the smooth surface 
of the glacier would be unstable : ice pinnacles, penitentes or dirt cones would appear. Thus 
most of the fluctuations during succe sive years caused by these local processes cancel each 
other. 

I [ may be said that at one site fluctuations are observed in successive years with the same 
statistical properti es as the fluctuations observed a singl e year over 30 or 50 m. 

SYMBO LS AND INDICES 

In the fo llowing, ita lic le tters denote field data such as the p-annua l balance x, or integers 
such as p. Greek letters denote parameters included in the statistical models. A " hat" ( ~ ) 

on such a Greek letter denotes a n estimate of it. 
Small letters d enote single numbers: " real" such as x, Cl, {3, /" a, p, cr, or integers such 

as 711, p, the indices i, j , n, s, t, and the dummy index k. 
Small capitals as N, J, T denote numbers of dimensions, of rows or columns, of degrees of 

freedom. 
Full capitals such as A, A, r, (with the exception of W, which is a subspace, and S, L , 

which are sums) denote matrices. They may reduce to a co lumn as X, 0, or to a row as B , 
in order to represent vectors (a lso call ed X , 0 or B ). NI' denotes the transpose of a sq uare 
matrix ,\/. AI - I denotes a matrix such that i\INI- 1 = M - 1Nl = I , I being the matrix unity. 
\lVh en J[ is non-singular, ;V[- I is the inverse of 1\1. When'\l is singular, other condi tions will 
be g iven to define i\l- I. 

Each si te has been indexed from j = [ to j = J = 32 . The order is un important. It ha 
been chosen in order to have the la rges t possible complete block of data at the upper r ight 
corner of the tab le. Each successive calendar year has been indexed from t = J to t = T = J 6. 

T he measured p-annual balan ces are g iven in Table I in m etres of ice, with reversed sign 
(the value - 0.05 corresponds to a positive balance, with superimposed ice). When p i= 1 , 

because a stake has been missed some years, the p-annual balance has been inscribed in the 
last corresponding compartment. The 40 seq uences, indexed from i = [ to i = I = 40 are 
indicated by brackets. 

T here are N = 194 data Xn , indexed from n = [ [ 0 Il = N from left to right and top to 
bottom. In eight cases p = 2 and in one case p = 4. Thusj, t, 'i, P are known fun ctions of Il. 

THE LINEAR MODEL WITH TWO PARAMETERS 

We ass ume a statistical linear model with two parameters. The annual balance at site j 
for the calendar year t is assumed to be: 

(1) 
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TABLE 1. ANNUAL BALANCES ON GLACIER DE 

" * ·S 
'§ * r-- 0 

* CO Cl ID ID 

~t 
ID .,., .,., .,., 

>< >< '" '" .,;. .,., 
~ ~ >< 

ID ID ID 
--<> 

>< 
...... H ~ >< >< ~§ X V Z j 2 3 ...... 4 
, 

5 do 6 7 8 
J:, do '" J:, J:, ..... " - 900000 - 320000 r-- C< ..... 

2 1 879 6058 2722 
22 996 6040 27 16 2 (2) [2.05 1.16 2.61 

27 1 303 5 688 2709 3 
34 944 5756 275 1 4 (4) [2.0 1 1.04 2·35 1.53 1.21 ] (5) [!.73 0 .92] 
37 bis 1 251 5455 2740 5 
44 812 5555 2774 6 (8) [1.69 0.29 2.64 

45 9 18 5433 2786 7 (9) [1.74 1.23 2.52 1.78 1.85 2.24 0.86] 

46 1045 5390 2769 8 

47 1086 5 28 1 2770 9 (12) [2.09 1.93 2.58 1.24 3.21 

48 I 179 52 1 I 2766 IO 

49 1281 5 226 2761 II 

55 879 5354 2792 12 
55 bis 836 5 267 2803 13 
05 1450 6007 2658 14 (18) [2 .89J 
14 I 285 5969 2692 15 (19) [2 .64 2.20] 

15 I 354 5923 2676 16 
16 1 385 5 85 1 2688 '7 (22) [2.90 1.99 2.5 1 2. 16 3.56] 
23 I 11O 5939 27 11 18 

24 I 141 5 845 2723 19 (24) [2.38 I.75 2·43] 
25 I 216 5 81 3 271 I 20 
28 1 440 5 6 17 2701 21 (27) [2·75 2·3 I ] (28) [2.01 3.92 

35 1044 5 676 2745 22 

36 I 118 55 14 275 1 23 (30) [1.6 1 3.64 1.1 3] 

37 1250 5475 2747 24 

38 1254 5 298 2755 25 (33) [1. 25] 
45 bis 961 55 13 2773 26 

64 689 5 181 2818 27 (35) [0.65 0.65 1·97] 
65 768 5 12 7 2818 28 (36) [1.36 0·35 2·47 
66 869 5 011 2827 29 (37) [0·95 0·53 2.16 0.81] 
68 I 187 5°3° 2800 30 (38) [1.05 1.00 - 0 .05] 

85 62 7 4 845 2860 31 (39) [0.7 1 1.54 
86 739 4755 2865 32 (40) [0 .83 1.47] 
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SAINT- SORLlN IN METRES OF ICE (SIGNS C H ANGED) 

* 
:: 

* 00 '" 
.~ 

"" <.D 0 f'- f'- " "<I- <.D <.D f'- X 0'> f'- X ~ ~~ <.D 

~ 
<.D <.D <.D X X X ~ ~ ...... -"'" 

9 10 11 12 6 13 14 '" 15 . 16 j x y Z " EO 
<D '" .r, C") C") ~ :::: 

'" '" '" '" - 900000 - 320000 ...... " 
( I ) [1.35 0.25 0 .70 0.92 2.28 1.59 879 6058 2 722 21 

0.90 045 1.6 1 0·79 1.05 1.25 2·77 1.84 2 996 6 040 2 716 22 
(3) [2.00 0.80 1.20 1.82 2·94 1.98 3 1 303 5 688 2709 27 

(6) [0.30 1.65 0.25 0·75 1.2 I 2·49 1.47 4 944 5756 275 1 34 
(7) [1.90 0.60 0.85 1.35 2.03 1.64 5 I 25 I 5455 2740 37 bis 

0 ·49 0·35 1.50 0.00 0.36 0.83 1.89 1 . 10 6 8 12 5555 2774 44 
(10) [1.55 0.30 0·57 1. 25 2.62 1.68 7 9 18 5433 2786 45 
( I I ) [ 1.90 0.30 0.67 1. 14 2.04 1.71 8 1 045 5390 2769 46 

0·75 0.85] (13) [2.06 0·44 0 .85 1.53 2.42 1. 77 9 1086 5 28 1 2770 47 
( 14) [ 1.50 0. 15 0.42 1.07 2.05 1.26 10 I '79 5 211 2766 48 
( 15) [ 1. 20 0.10 0.40 1.58 1.32 0·75 II 128 1 5 226 2761 49 
( 16) [1.35 0.05 0 .23 0.70 1.97 1.28 12 879 5354 2792 55 
( 17 ) [1.60 - 0.05 0·33 0·77 1.87 1.09 13 836 5 267 2803 55 bis 

14 1 450 6007 2658 05 
15 1285 5969 2692 14 

(20) [1. 37 0·93 2.40 1.1 5 1·57] (21 ) [2.48 16 I 354 5923 2676 15 
17 1385 5 85 1 2688 16 

(23) [2.08 0 .82 1. 23 4. 13 I. 72 18 I 11 0 5939 27 11 23 
19 I 14 1 5 845 2 723 24 

(25) [1.30 0.65 2.'7 1.03 1.1 5 I.75] (26) [2 .36 20 1216 5 8 13 271 I 25 
1.63 1.1 5 2.70 1.38 1.77 5· 25J 21 1 440 5 6 '7 270 1 28 

(29) [0.64 0.16 1.90 0 ·45 0.87] 22 1044 5 676 2 745 35 
(3 I ) [1.82 23 I 11 8 55 14 275 1 36 

(32) [0 .87 2.58 0.40 0.88 1.12 2·55 1.6u 24 1 250 5475 2 747 37 
25 I 254 5 298 2755 38 

(34) [0.85 0·45 2.00 0 .65 0·73 349 1.66 26 96 1 55 13 2773 45 bis 
27 689 5 181 28 18 64 

0.62 0. 18J 28 768 5 127 2818 65 
29 869 5 0 11 2827 66 

30 I 187 5 030 2800 68 
0.85 0.28] 3 1 62 7 4 845 2860 85 

32 739 4755 2865 86 
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where (Xj is a param eter peculiar to site j depending upon its altitude, aspect or other geo
graphical factors, and {3t a parameter peculiar to year t, depending upon m eteorological 
factors. Ejt is a random variable which is assumed to be Gaussian , centred (of mathematical 
expectancy zero), and of standard devi ation independent of j and t. Moreover we prescribe : 

Thus for a p-annual balance: 

T 

I {3t = o. 
1 = r 

I 

Xn = PCXj + I {3k + En 
k = I - P+ I 

where En is a Gaussian centred random variable. 
Within a seq uence, the residuals Ejt of successive annual balances are not independent. 

They are the sum of several random errors forming stochastic series which may be classified 
according to their auto-correlation . 

Class I - No auto-correlation at all 
Error I: Fluctuations in the vertical strain of the glacier and in the length of the embedded 

part of the stake. 
Error 2: Fluctuations in the density of the ice. 
In these cases if the variance of an annual residual is er2, the variance of the sum of p 

consecutive annual residuals is per2 • The covariance of two p-annual residuals is a lways zero. 

Class 2 - JVegative auto-correlation 
Error 3: Inaccuracy in the measurement of the emerged part. 
Error 4: Measurem ent not done on 30 September. 
These errors introduce opposite errors in two consecutive balances, which cancel each 

other when balances are added. If the variance for one em ergence datum is er ', the variance 
for a p-annual balance is 20-' 2, whatever p may be. The covariance of two consecutive p
annual and p' -annual balances is - er '2, whatever p and p' may be. 

Error 5: Very local fluctuations of the balance. 
As explained there must be a negative feed back between two successive years, but the 

covariance is not so tight. W e may split this error into two parts, one without any auto
correlation, and the o ther with the same statistical properties as errors 3 and 4. 

Class 3- Positive auto-correlation 
Error 6: The stake moves with time down-stream, and then within one sequence the m ean 

negative balance (Xj increases steadily with time. 
Error 7: The embedded part of the stake is not vertical. The tilt increases with time, and 

the result is the same as for error 6. 
These errors change progressively from negati ve to positive within one sequence, at a rate 

which is a random variable. Thus their covariance is strongly positive for neighbour balanccs 
at the beginning or the end of the sequence, lessens, a nd becomes negative for distant balances. 
It would be very difficult to introduce thi s kind of error into the model. Fortunately we m ay 
assume that it is negligible. When the displacem ent has become too la rge, the sequence has 
been interrupted and a new stake driven up-stream . When the tilt was important, a correction 
has been made. It has been checked that there was no systematic increase of the estimated 
residua ls, as an average, within the differen t seq uences. 

Since the different errors are independent, their varia nces and their covariances must be 
added. Limiting ourselves to the errors of the first and second class, the foll owing mathematical 
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formulation holds. The variance covariance matrix of the En is cr2A, the element of the 
(N X N) matrix in row 12 and column n' being: 

An?!' = P+ 2p 
= - p 
= 0 

if n' = n, } 
if /1' = n± I and i (n' ) = i (n), 
otherwise. 

W e have put cr'2/ cr2 = p. This ratio is unknown , and it is even difficult to guess some 
plausible value for it from what has been said . 

A simpler way of d efinin g our model would be to write it: 

Xjt = CXj + ,Bt + 7)jt + 7) ' jt - ')'/j(t - l) (5) 

where this time 7) and 7) ' are Gauss ia n independent random variables, of r espective standard 
deviations cr and cr'. Nevertheless in order to handle the problem it is n ecessary to introduce 
the variance covariance matrix. 

A major hypothesis is that cr and cr' (and hence p) are independent of n. Of course for 
som e sites we may expect la rger fluctuati Jns than for o thers, but we do not know it a priori. 
Variances and covariances are mathematical expectancies a priori. 

BEST LINEAR UNBIASED EST IM ATE OF T HE CXj AND ,Bt 

It is possible to find the best linear unbiased estimate (BLUE) of the CXj and ,Bt, denoted 
&j and ~t, if P is considered as a known cons tan t. " Best" signifies that the likelihood function 
is maximized; " linear" that &j and ~t are linear expressions of the Xn; " unbiased" that 
1E ( &j) = CXj and 1E ( ~t ) = ,Bt. 

The data form a column vector X in the N-space and the parameters CXj, ,Bt a column 
vector 0 in the (J + T)-space : 

CXI "1 

[ x, 1 
X = x;' , 

CXJ 

0 = 
,BI 

XN 

L ,BT J 

L et us define a "design matrix" A of N rows and J + T columns, of element ank: 

ank = p 
= I 

= 0 

ifk = j, 
if J+ t- p+ I ~ k ~ J+ t, 
otherwise, } 

(6) 

where the integers p, j, t have the values corresponding to n. Then our linear model may be 
written: 

X = A0+ ~ (8) 

where ~ is a Gaussian centred random vector, the variance covariance matrix of which is 
cr2A. 

Lastly, in order to satisfy the condition given in Equation (2) we introduce the (j + T)
dimensional row vector B, of elemen ts: 

Equation (2) may be writ ten then: 

2 

if [ ~ k ~ ] , 
if] < k ~ J +T. 

B0 = o. 

} (9) 

(10) 
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A classical theorem (Anderson, 1958, theorem 2.3.1) says that the likelihood function of 
the random vector ~ = X - A 8 is : 

w = yldet (A- I) exp [ _ (X - A8)'A- ' (X - A8)]. 
(27T)N/ 2aN 2a2 

The BLUE 0 is then the vector which minimizes 

<P = (X - A0)'A- I(X - Ae) 

and which fulfills 

Be = o. 

Taking into account that the matrices A and A - I are symmetrical : 

<p = X'A- IX- 20'A'A- IX+ 0'A'A- IA0 . 

Putting A'A- IA = f, the BLUE is given by the linear set: 

fe = A'A- 'X, 

Be = o. 

( ll ) 

The symmetrical (] + T) X (J + T) matrix f is singular : adding the first J rows (or columns) 
gives the same result as adding the last T rows (or columns) . We shall define f - I by adding 
the condition: 

Bf- l = o. 

Then 

o - f - 1A'A- IX - , 
Be = (Bf- I)(A'A- IX ) = o. 

( 18) 

( 19) 

As demonstrated in Appendix A, f - I may in general be found by inverting a (J + T+ I) X 
X(J + T+ I) matrix, which is not singular: 

[f B']-l = [f~ l Cl]. 
B 0 Cl C2 

It remains to demonstrate that the best linear estimate given by Equation ( 18) is unbiased. 
We shall use the following theorem (Anderson, 1958, theorem 2.4.4) : 

" If X is a Gaussian random vector in the N-space with mathematical expectancy X and 
variance covariance matrix NI, and D is a (N' X N) matrix of rank N' ~ N, then DX is a Gaussian 
random vector with mathematical expectancy DX and variance covariance matrix DMD'. " 

Here D is the (] + T) X N matrix f - IA'A - I. The mathematical expectancy of Xis X = A8. 
Then the mathematical expectancy of DX = 0 is : 

f - IA'A- IA8 = f - l f8 = 8. (21 ) 

Moreover the variance covariance matrix of e is: 

( f - 1A'A- I) aZA(f - IA'A- I) ' = aZf- 1A'A- IAA- IAf- 1 = a2 f - 'fr- I 

= aZf- l. 

CONFIDENCE ELLIPSOID OF e, SUPPOSING p PERFECTLY KNOWN 

From Equation ( IS) , where r = A' A - I A it follows , by transposing both sides that 
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whence, by multiplying to the right by G or 0: 

and thu 

(X - A G)'A- ' (AG) = 0 , 

(X - A G)'A - ' (A0) = 0, 

(X - AG)'A- ' (A 0 - A 0 ) = o. 

A geometrical interpretation is easy, if we defin e in the N-space the scalar products of 
vectors U and V by : 

Equations (24)-(26) mean that the vector 6. = X - A G is orthogonal to vectors A <3 
and A 0 , which are both included in the (] + T- I)-space, W corresponding to B0 = 0 by 
the linear transformation A. Thus L5. is included in the (N- ] - T+ l )-space W.L orthogona l 
to W. (Cr. Figure 2 where U+ T- I) has been taken equal to 2 and N to 3.) 

If we give to the N-space the norm: 

\\ U II2 = <U IU ) = U'A- IU, 

Fig. 2 . Geomelrical i1llerprelali01l of lhe besl li1lear 1l1lbiased estimale 8. Xw = A8 is lhe projecti01l of veclor X of the 
N-space 011 subspace W, which has J + T- I dimensiollS. Its malhemalical expeclancy is A0, also i1leluded i1l W. 111 the 
figure N = 3 and J + T- I = 2. 

Pythagoras's generalized theorem leads to: 

IIX - A0 112 = \\X - AG \\2+ IIA0 - AG \I2 . 

The left-hand side may be decomposed in N independent squares ; the quadratic form 
c/> = \\ X - A0 1\ 2 in N-(J + T- l ) independent squares; and the third quadratic form 

I{; = \\A0 - AG \\2 = ( 0 - G)'A'A- IA ( 0 - 0 ) = ( 0 - 0 )T (0-0) (30) 

in ] + T- I independent squares. The linear terms in all these squares are distributed accord
ing to a Gaussian centred law. It follows then from classical statistics that: 

( I) The estimate of cr is: 

a = [C/> I(N- J- T+ l )]' . (31 ) 

(2) c/> / cr 2 and I{; I (;2 are distributed according to the X2-distribution of Pearson with 
- ] - T+ I) and CJ + T- l ) degrees of freedom respectively. 
(3) The ratio 

a,2 I{; c/> 

a2 J + T- l N-J - T+ 1 

is distributed according to the F-distribution of Fisher- Snedecor with Cl + T- l ) and 
(N- ] -T+ 1) degrees of freedom . 
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This last result allows the determination of the confidence ellipsoid for 0. Let c be the 
upper 95 % confidence limit for an F-distribution : 

00 

For N = 194, J = 32, T = 16, it is found from tables that c = 1.42. 
With a 95 % probability (if our model is correct), 0 will be found within the ellipsoid of 

sub-space W: 

SIMPLIFIED CALCULATION IN THE CASE P = 0 

When p = 0 matrix A is the matrix unity of rank N, denoted IN. Let us consider first the 
case of a perfect table of data, where all the compartments are filled with an annual balance. 
Then N = JT. Matrix A becomes a column ofJ times T X (j + T)-submatrices Aj where thejth 
column is composed of I : 

I I 

-, 
0 

0 I 
! 
! 

0 

L ! 
Matrix r is of the form: 

r ~ [::IJ~T ] , 
F being a J X T matrix the elements of which are all equal to I. 
It is finally found that 

T 

A I ~ f · 
otj = ;: L Xjt = me"n 0 row), 

I = I 

J N 

(35) 

(36) 

~t = ..:. "" Xjt - ":' > Xn = mean of column t - mean of the table. (38) 
J L N "--I 

j = I n = I 

For an incomplete set of data, comprising some p-annual balances (p #- I) it is possible 
to calculate 0 by hand, using an iterative procedure. The quadratic form to minimize is: 

</> = LJ (Xjt - &j_ ~t) 2 +tL2 (Xjt - 2&j- ~t- J - ~t)2+ ... 

... +..:. Lp (Xjt -P&j- ~t-P+ J - ... _~t) 2 + . . . (39) 
P 

where Lp denotes the sum for all the p-balances inscribed in the table. 
Let us share any p-annual balance into p equal parts X'jt = Xjt /p among the corresponding 

compartments of the table of data, (instead of inscribing the totality in the last compart
m ent) . Let hjt be then an occupancy function , equal to [ when there is a datum in the (j, t ) 
compartment and to 0 when there is none. Equations o</> /o&j = 0 then lead to 

T 

I hjt (&j + ~t-X'jt) = 0 
1 = I 
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and equations a1>/a pt = 0 to 
J 

L hjt [eXj +(Pt + Pt, + Pt2 + ... + Ptp_.)/Pit - X',t] = 0 
= 1 

where t" t2 , • •• , tP_ 1 are the years associated with year t in the same p-annual balance. The 
set of Equations (40)-(41 ) is equivalent to matrix Equation (15). Let us put: 

T J 

L hit = Nj L hit /Pit = Nt 
1 = 1 = 1 

= 1 = 1 

T 

I h't~t = Lj 
t = I 

) = 1 

With the modified table, S, and St are the sums per row and per column. ~tt involves 
as many Pt as there are compartments linked by a p-annual balance with the compartments 
of column t. The set of Equations (41 )-(42) becomes: 

Starting from the initial values Pt(O) = 0 for every t (and then ~j(O) = 0) , we may find a 
solution of this set with the following algorithm: 

NjCx/k+ l ) = Sj - L/k), 

J 
Lt(kH) = L hjteX/ k+,), 

j = I 

NtPt(k+l) = St _ ~t(k+ I) _ ~tt(k), 

T 

~j(k+l) = L hjtPt(k+", 
t = t 

J = I 

A few loops are sufficient to obtain limits eXt( OO ), Pt( OO ). Until now the condition LPt = 0 

has not been considered. In order to fulfill it, it suffices to subtract from every Pt( 00 ) and to 
add to every eX,(OO) the mean of the Pt( OO ) 

COMPUTATION IN THE GENERAL CASE P i= I 

When p i= I , none of the elements of the matrix A - I is zero, and a computer is needed. 
It is convenient to introduce the concept of the type of a sequence. Two sequences will be 

said to be of the same type if they have the same number of terms and the successive p are the 
same. Our 40 sequences may be classified into 15 types. 
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T he data to introduce into the computer are: 

I- The adopted value for p. 
2- For each type of sequence (s = I to s = s = 15), the values of the successivep. 
3- For each sequence (i = I to i = I = 40), its type s and its sitej. 
4- For n = I to n = N = 194, the corresponding values of i, t, and the rank m within the 

sequence. j and s can then be inferred from i, and p from m and s. The following checks are 
convenient : 

(a ) if 

(b) 

(c) 

!n = !n- I , p = I n - In- I' 
. . 
In - m = In - I. 

For each type of sequence, comprising m terms, a different M X M sub-matrix may be 
defined according to Equation (4), say As. First the s = 15 sub-matrices As- l must be 
computed and put into a memory. 

Matrix A is formed by a diagonal of I square sub-matrices equal to the corresponding As. 
Matrix A - I is formed by a diagonal of the corresponding AC I, already computed . Matrix A 
is formed by a column of I sub-matrices of dimensions M i X (J + T), which be denoted Ai . 

In the same way X is formed by a column of I sub-vectors Xi , one per sequence. Then we may 
compute jointly: 

1 

r = A'A- IA = L A/Ai- IAi, 
i = I 

1 

A'A- IX =. L At'At- IXt. (50) 

Next r - I is computed according to Equation (20) , 0 according to Equation (18), E = 
X - A0, 

..... ...... I .... .... 

c/> = (X - A0)'A- I(X - A0) = L (Xi - Ai0)'Ai- I(Xi - Ai0), 
i = r 

(51 ) 

a nd a according to Equation (3 I) . In this way it is never necessary to handle matrices having 
more than (j + T) X (J + T+ I) terms. 

It is convenient to check the following points as the calculation proceeds : 
(d ) In r , the sum of the J first rows (or columns) equals the sum of the last T rows (or 

columns) . 

(e) r - Ir = IJ+T and Br- I = o. 

(f ) B0 = o. 

In the particular case p = 00 (a = 0), the variance covariance matrix of 6. must be written 
a'2A. The element of matrix A is then: 

Ann' = 2 

= - I 

= 0 

ifn' = n, } 
if n' = n± I and i(n' ) = i(n), 
otherwise. 

In this case Equation (31 ) gives a' instead of a. 

R ESULTS 

The computation has been done in the Institut de Mathematique Appliquee at Grenoble 
with an IBM-36o, for different values of p. The estimates <xj and ~t are given in Table 11 
for p= 0 and p = I, as well as the corresponding a(rkk- Ip, which give an idea o f the 
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accuracy with which (X j and f3 t are known. (T heoretically the likely error fo r a single para 
meter cannot be given, only the confidence ellipsoid for the J +T parameters has significance. ) 
T he cij for p = 0 are also given in Figure I . 

TABLE n . VALUES OF aj, St AND T H E SQUARE ROOT OF THEI R VAR[ANCE ayr •• - l 

(The signs ± before these square roots m ust not be taken in a strict sense. O nl y a li kel ihood elli pso id is well 
defined ) 

j p = o p = [ p = o p = 1 

1.29 1 ± 0.088 !.302 ± 0.063 0.235 ± 0. 11 0 0.207± 0. 11 5 
2 1.620 ± 0.065 1.608 ± 0.044 2 - 0 .240 ± 0.1 10 - 0.268 ± 0. 11 7 
3 1·900 ± 0.088 1·922 ± 0.063 3 !. 147 ± 0. 11O !.075 ± 0. 11 6 
4 1.39 1 ± 0.055 1·390 ± 0.040 4 0.286 ± 0.07 I 0.296 ± 0.077 
5 !.505 ± 0.088 1·509 ± 0.063 5 - 0.084 ± 0.082 - 0.006 ± 0.088 
6 1. 135 ± 0.065 1. 136 ± 0.044 6 0·379 ± 0.065 0·396 ± 0.069 
7 1.5 13 ± 0.055 1.508 ± 0.040 7 - 0·546 ± 0.064 - 0 ·5[9 ± 0.069 
8 1.403 ± 0.088 1.39 1 ± 0.063 8 1.280 ± 0.082 1. 278 ± 0.087 
9 I.759 ± 0.059 I.750 ± 0.042 9 - 0 ·716 ± 0.067 - 0.685 ± 0.07 1 

10 1.1 85 ± 0 .088 1.195 ± 0.063 10 - 1.082 ± 0.065 - 1.069± 0 .069 
II 1.00 I ± 0.088 1.047 ± 0.063 1I 0.299 ± 0.05 1 0.29 1 ± 0.053 
12 1.040 ± 0.088 1.038 ± 0.063 12 - 1.028 ± 0.05 I - 1.033 ± 0.053 
13 1.045 ± 0.088 1.043 ± 0.063 13 - 0.686 ± 0 .050 - 0 .686 ± 0.052 
14 2.5 11 ± 0. 215 2·494 ± 0.234 14 - 0.2 12± 0.055 -0.23 1 ± 0.058 
15 2·504 ± 0 .1 53 2·482 ± 0. 136 15 0 .838 ± 0.057 0.824 ± 0.060 
16 2. 164 ± 0.088 2. 135 ± 0.067 16 0 . 130 ± 0.052 0. 132 ± 0.053 
17 2·36 1± 0.097 2·3 19 ± 0.072 
18 !. 773 ± 0.088 1.790 ± 0.063 a(I+ 2p)1 0 .205 0.223 
19 !.993 ± 0. 126 !.943 ± 0. 102 
20 1·958 ± 0.082 !.927± 0.06 1 
2 1 2-4 11 ± 0.064 2·398 ± 0.046 
22 1.446 ± 0.096 1 .443 ± 0 .0 70 
23 1.607 ± 0.096 1.577 ± 0.079 
24 1.557 ± 0.077 1·588 ± 0.053 
25 !. 796 ± 0.214 q 69 ± 0.234 
26 1·536 ± 0 .077 !.472± 0.053 
27 0·7 1O ± 0. 138 0.765 ± 0. 1 I I 
28 I . 133 ± 0.097 I. I 18 ± 0.072 
29 0·756 ± 0. 1I 6 0.807 ± 0 .089 
30 0·49 1± 0·109 0-437 ± 0.084 
3 1 0.685 ± 0 .076 0 .682 ± 0.053 
32 0·396± 0. 126 0 ·379 ± 0·103 

It is fo rtuna te that the difference of the es timates for p = 0 a nd p = I , is a lways smaller 
than this approxima te likely error. The largest differences in the cij (for j = 19, 27, 29, 30) 
reach 5 cm, when the corresponding likely error is larger than 10 cm. T he largest difference 
in the ~t (for t = 5) reaches 7.8 cm, when the corresponding likely error is larger than 8 cm. 
In general the aj and ~t for p = 0 and p = I differ by abou t I cm or less. As a consequence 
the estimates of the residuals a re very similar whichever p is being considered . T hey a re given 
in Table III for some sequences which have parti cularly h igh residua ls. 

TABLE Ill. ESTIMATED VALUES OF THE RESIDUALS FOR T H OSE SEQUENCES WH ICH HAVE THE LARGEST ONES 

(First va lue: p = 0; Second va lue: p = I) 

Sequence 8 
0.176 0. 158 

- 0.299 - 0.327 
0.225 0.226 
0 .071 0.039 
0.297 0.283 
0.066 0 .073 

- 0.107 - 0 .1 03 

Sequence 12 
0.045 0 .044 
0.255 0. 187 
0-443 0·434 
0.028 0 .009 
0.17 1 0.[82 

- 0.293 - 0.3 15 
0 .173 0. 169 

Sequence 15 
- 0.10 1 - 0 .1 37 

0 .1 26 0.086 
0 .084 0.039 
0.79 1 0.764 

- 0.5 19 - 0·55 [ 
- 0.382 - 0 .429 

Sequence 19 
± 0.242 ± 0.237 

Sequence 22 
0.253 0. 285 

- 0.287 - 0.323 
- 0.230 - 0.205 

0.345 0.360 
- 0.08 1 - 0 .037 

* fof' 2 years; t for 4 years. 

Sequence 38 
0.273 0 .3 18 

- 0.277 - 0.262 
0.005 0.032 

Sequence 39 
- 0.354 - 0 .368 
- 0.564 * - 0.584. 

0.637t 0.61 7t 
0.281 0.284 
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The quantity (a2+ 2a'2)! = ( I + 2p)!a, which may be considered as a standard value of 
the residuals, equals 0.205 for p = 0 and 0.223 for p = I. This rather high value shows up 
to which point the linear model (rx j+ f3t ) smoothes the field data and why many stakes are 
necessary to have a correct idea of the mass balance. 

The estimates of the residuals are never independent random variables and thus are not 
distributed according to a Gaussian law. N evertheless it is interesting to examine their 
distribution (Fig. 3), and compare it with the Gaussian curve. 

-0.6 -0.2 o 

50 

0.2 
I 

0.6 

50 

- 0.6 -0.2 o 0.2 0 .6 

Fig. 3. Histogram of the estimates of the residuals €,, /p for p = 0 and p = 1. They are not independent random variables 
and do notfollow a Gaussian law, although a Gaussian curvefor a standard deviation ("'+ 2",,) 1 has been drawn. 

These estimates En are in fact the N components of a Gaussian centred random vector 15., 
of which we have only one sample. 

X has the same variance covariance matrix as ~ , that is a 2A. According to the already 
mentioned theorem, the variance covariance matrix of the estimate 0 is: 

(IN - Ar- 'A'A- ' ) cr2A(IN - Ar- IA'A- I)' = a2[A - 2Ar- IA' + Ar- I(A'A- IA ) r - 'A'] 
= cr2 [A- 2Ar- 'A' + Ar-'rr- 'A'] 
= cr2[A- Ar- 'A']. (54) 

CHOICE OF r 
It is not possible to obtain an estimate of the ratio a ' 2/ cr2 = p from our table of data based 

upon rigorous theory. 
The BLUE 0 has been obtained by maximizing the likelihood function w (Equation (11 )) , 

in which the unknown parameter cr enters. Next an estimate a has been determined (Equation 
(31 )) . Thus we have an estimate of w: 

_ [det (A- I)]! [cp ] exp [-(N- J - T+ I)/2] 
w = (27T)N/2aN exp - 2172 = (27T)NIz [cp/(N- J- T+ I)]Ni2 (det A)i' (55) 

An incorrect procedure would be to maximize w by seeking a minimum value for 4>N det A. 
It is w which must be maximized, and this condition involves a0 /ap and aa/ap, which have 
no simple expressions. 

We have nevertheless computed cpN det A for several values of p in the range (0, I) . 
As shown in Table IV, the estimate w(p) of the likelihood function has a maximum very near 
zero. That we cannot have confidence in this result is proved by the fact that, starting from a 
subset of ( 1 2 X 6) stake values forming a complete table (j = 1 to 10, 12 and 13; t = J 1 to 16), 
w(p) has this time a minimum close to zero. 

https://doi.org/10.3189/S0022143000023169 Published online by Cambridge University Press

https://doi.org/10.3189/S0022143000023169


M U LTIVARIATE STATISTICAL ANALY S IS OF ANNUAL BALANCES 387 

TABLE IV. RELATIVE VALUES OF THE ESTIMATE OF THE LIKELIHOOD FUNCTION 

p = IP/a2 0 

w(p) table (32 X (6) 
w(o) table (12 x 6) 

0.01 

1.061 

0.08 

0·947 

0 .1 

0.880 
1.52 I 

1.0 

0.007 
2.095 

W e may perhaps explain this discrepancy as follows . The estimates of the residuals 
are more strongly correlated than the true residuals . For instance if at a site J we have only 
a sequence of two annual balances, Ej l + €j2 = o. Then the covariance of these two estimates 
is - crz, while the covariance of the true residuals Ejl and Ej2 is zero. Thus a shortening of the 
sequences (as made when taking a subset from the entire set) raises the apparent correlation 
between successive residuals, and we find a higher p. 

We have therefore used the longest sequences formed with annual balances alone to 
guess a plausible value of p. We hope that the quantity: 

will give an idea about the value of: 

IE ( EjtEj(t + I) ) 

IE ( Ejt2) 

I E1tE1(t+Il 

L £1t 2 

- a'Z 

(56) 

We have done this computation for the two sequences of I I annual balances, the four 
sequences of seven annual balances and the eleven sequences of six annual balances contained 
in the table of data, using the estimates for p = o. For ten sequences I E1tEj(t+Il is negative, 
for the seven others it is positive. For the I 16 residuals, the ratio found is 0.0093, which seems 
not to differ significantly from zero. 

A possibility would be that cr' is important, but that the errors of class 3, giving strong 
positive covariances, are not negligible. Nevertheless for the three sequences giving large 
positive correlations the residuals do not at all increase with time. 

THE VARIATION OF THE ACTIVITY INDEX WITH THE VALUE OF fh IS NOT SIGNIFICANT 

Among the geographical factors which determine the aj, altitude is thought to be the most 
important. Since the altitudes Z1 are not random variables it would be misleading to calculate 
a correlation coefficient between both as erroneously done previously (Lliboutry, 1968). 
We must speak of oaloz, where a is a function of the site, adjusted to the point values a1 . 
The value of - oal oz near the equilibrium line is called the activiry index. 

It is known that the activity index is larger for maritime climates than continental ones. 
Thus it is plausible for it to depend upon the year. A correlation between oa/az and /3t has 
been sought in the following way. 

Let us consider the linear model : 
I 

Xn = Pa 1+( I + fLZ1 ) I {3k + En 
k ~ I - P+ I 

(58) 

which involves the known altitudes Z j of the different sites and a new unknown parameter fL , 
the same for all the sites . To have a matrix formulation, let us consider the N X (] + T) matrix 
H, the element of which is hnk : 

hnk = Z1 
= 0 

if J+ t-p + I ~ k ~ J+ t, } 
otherwise 

(j, t. and p having the values corresponding to 1l ). The new model is: 

X = A0 + fLH0 + tl with B0 = o. 

(59) 

(60) 
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W e must find estimates offL and 0. If we try to minimize [[ X - A0 - fLH0 [[ 2, the set is 
insoluble. The previous estimate 0 will then be conserved, while a reference level for the 
altitudes will be chosen such that the correction term fLH0 is orthogonal to A 0: 

<A0 IH0 ) = 0'A'A- lH0 = o. (61 ) 

In particular if p = 0 and p = I for any n, this condition becomes: 

L ~,2Zj = o. 

We can now estimate fL by minimizing 

IIX - A0 - fLH0 [[2 = [I X - A0 [[ 2_ 2fL« X - A0) IH0 ) + fL2 [[H0 W. (63 ) 

whence 

~ « X - Ae)IHe ) 
11- = [[He W 

<X IH0 ) 

[[He 11 2 

The problem is to know if this value p. differs significantly from zero. It has been solved 
by Barra (1972). The solution is given in Appendix B in a form more accessible to non
mathematicians. Let Cl be the upper 95 % confidence limit for an F-distribution with 1 and 
(N - ] - T - I ) degrees of freedom: 

J dF ( I , N - J-T-I ) = 0.05· (65) 

(For N - J - T - I = 145, Cl = 3·9 1. ) 
Then, considering that events with less than 5% of probability do not happen, if fL = 0, 

the ratio: 

(66) 

where 

The ratio above has been found equal to only 0.456, which is well inside the confidence 
limits. (It will be positive even with a much narrower confidence interval. ) It is said that 
the test fL = 0 against fL i' 0 is positive at the threshold of probability of 5 %. Therefore 
model (60) with fL = 0 cannot be rejected; we cannot say that fL differs significantly from 
zero. 

V ALIDITY OF THE LINEAR MODEL 

In order to test the linearity of our model, it would be necessary to work out a non-linear 
model, to estimate its parameters, and to demonstrate that the non-linear terms introduced 
are not significant. This problem remains unsolved. 

Let us consider the non-linear model 

(68) 

which allows a variation of the activity index according to the year (new parameters 8,), in a 
different way for each site (new parameters Yj ) . The Elt' are Gaussian centred random 
variables, independent from each other, with a standard deviation er independent of j and t. 
In order to raise evident indeterminacies we pl'escribe: 

I (3t = 0, I 8t = 0, I Yl = 0, I yj2 = I. (69) 
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The estimates of the (2J + 2T) parameters a re easy to compute only in the case of a com
plete table of annual balances. 

The upper right block of Table I (j = I to 13, t = I I to 16) has been used for this 
purpose. 

Let us minimize 

</>' = I I (Xjt - a j - {3t - Yj Dt)2. 
j t 

It is assumed that the estimates satisfy Equations (37) and (38) . Then 

eXj = ~ '" X ·t T~ ], , 

$t = ~ .L (Xjt -aj), 

St = I yj (Xjt-eXj-~t), 
j 

I St (Xjt - eXj- ~t) 
Yj = -'-----,,----

L St Z 

t 

eX; and ~t have the same values as for the linear model ( I) with p = o. A new calculation 
has been done for the (13 X 6) block. The eXj, ~t and the residuals of the linear model Ejt = 

Xjt -eXj - ~t are given in Table V. 

TABLE V. VALUES OF X}t - al - S' = <it 

t = [[ [2 [3 [4 IS 16 

J a1 Pt = 0.387 - 0 ·935 - 0.596 - 0.055 0.966 0 .233 ~ <1,2 
t 

I 1.1 83 - 0.2[9 0.003 0.1 [4 - 0 .207 0.132 0· [ 75 0.[52 
2 [.508 - 0.329 0 ·173 0.094 - 0 .247 0 .252 0.055 0.275 
3 1.793 - 0 · [ 77 - 0 .055 0.006 0 .085 0. 184 - 0 .043 0.077 
4 1.280 - 0.040 - 0.118 0.043 - 0.038 0.22 1 - 0.066 0.072 
5 1.394 0. 11 8 0.[40 0.05 1 0 .010 - 0.33 1 0.012 0.146 
6 [.024 0. [66 - 0.0 [ 2 0.009 - 0 .062 - 0.023 - 0.080 0.039 
7 1.329 - 0.[65 - 0.093 - 0. 162 - 0.023 0.326 0.119 0. 183 
8 1.289 0 .220 - 0 .058 - 0 .02 7 - 0.098 - 0.21 9 0. 184 0·[43 
9 1.646 0.16 1 - 0 .137 - 0.066 0.073 - 0.058 0.025 0.058 

10 1.076 0.038 0.0 10 - 0.059 0 .050 0.009 - 0.048 0.010 
I[ 0.892 - 0.079 0. 143 0 .104 0·743 - 0.538 - 0 ·375 1.020 
[2 0.929 0.033 0.055 - 0. 104 - 0· [ 75 0.074 0. 11 7 0.065 
[ 3 0·933 0.278 - 0.050 - 0.009 - 0.[10 - 0.03 1 - 0.078 0 .099 

~ £1,3 0.4 18 0 . [23 0.083 
j 

0.729 0.727 0.258 2·339 

Next Equations (72) are solved by an iterative procedure. As starting values for the St, 

the values of Ejt for site j = I I (which give the largest value of I Ejtz ) have been chosen. 
t 

Four loops were su ffic ient to obtain three exact figures, which are given in Table VI. 
The new estimated residuals E' jt are definitely smaller, as well as the estimated standard 

deviation: 

[
I Ejt

Z ]! 
jJ i = 0.1 97, [

I t jt 2 ]! 
i , ' = 0.145 . 

F - 2J - 2T + 4 
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Whether this resul t is significant remains an open question. Even if it is significant, the 
gain in the representation of the balance is not sufficient to reject the much simpler linear 
model. 

TABLE V I. VALUES OF Xi, - aJ - S' - YiS, = "it 

t = II 12 13 14 15 16 

j Yi S, = 0 .209 0. 11 3 o.oBI 0.77 1 - 0.776 -0·39B L l 'j t 2 

t 
I - 0.259 - 0. 165 0 .032 0. 135 - 0 .007 - 0.069 0.072 0 .056 
2 - 0.3 16 - 0. 263 0. 209 0. 120 - 0.003 0.007 - 0.07 1 0.132 

3 - 0.07 1 - 0. 162 - 0.047 0.0 12 0. 140 0. 12 9 - 0 .07 1 0.070 

4 - 0.136 - 0.012 - 0. 103 0.054 0 .06 7 0 .11 5 - 0. 120 0 .046 

5 0 . 2 13 0.073 0.116 0.034 - 0 . 154 - 0. 166 0.og7 o.oB I 
6 0.024 0.161 - 0.0 15 0 .007 - o.oB I - 0.004 - 0.070 0.038 

7 - 0.265 - 0. 11 0 - 0.063 - 0. 14 1 0.181 0. 120 0.0 14 0.083 
B 0.04 1 0.2 11 - 0 .063 - 0.030 - 0. 13 0 - 0. IB7 0.200 0.14 1 

9 0.072 0.146 - 0. 145 - 0.072 0.0 1 7 - 0.002 0.054 0.05 1 
10 0.039 0 .030 0.006 - 0.062 0.020 0.039 - 0.032 o.ooB 
II 0.810 - 0.248 0.053 0 .038 0. 118 o.og l - 0.053 o.ogl 
12 - 0. 167 0.068 0.074 - o.ogo - 0.046 - 0.056 0.05 1 0.026 
13 0.0 15 0.275 - 0.052 - 0.010 - 0 .1 22 - O.O l g - 0 .072 o.ogg 

L £ ' ) t 2 
0·375 0. 1 11 0.076 0. 13 6 0. 125 0.og9 0.g21 

j 

CONCLUSION 

Annual balances, smoothed over a few tens of metres, may be represented by a simple 
linear model: 

with I {3t = 0 

where Eit is a Gaussian centred random variable, of standard deviation about 0. 20 m of ice. 
Although several kinds of error contributing to Eit are correlated , it may be assumed that the 
Eit are independen t from each other. Probably the negative and positive covariances m ore or 
less cancel each other. 

More dubious is the assumption that Eit is Gaussian. For instance the deposition of an 
avalanche or the formation of a supraglacial stream change the balance consistently by terms 
which are not Gaussian. Such sites must be carefull y avoided when implanting stakes, 
yet, nevertheless, avalanches m ay afford an important source of nourishment to som e glaciers. 

The method of estimating the (Xi and the {3t for an incomplete set of data has been given 
for the general case ( Eit correlated ), as well as a simpler desk procedure to be used under the 
assumption of independent Eit. The values of ~t for successive years are simpler to obtain 
than the m ass balance of the whole glacier and must be introduced in routine work. 

We do not know if this model is a lso valid for the accumulation area with the same ~t, 
but in the ablation area the $t are independent of altitude. If it is so on the whole glacier, 
one of the assumptions of Nye's theory of glacier Auctuations (Lliboutry, 197 1) would be 
removed. 
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APPENDIX A 

CALCU LATION OF r- I 

Equation (20) may be written: 

[
r B' ][r~ ' Cl ] = I. 
B 0 C, C2 

Multiplication of matrices may be done using the submatrices as elements : 

rr- ' + B'C, ' = I , 
rC, +B'C2 = 0 , 

Br-' = 0 , 

BC, = I. 

(A2) 

(A3) 

(A4) 

(AS) 
Equation (A4) is one of the equations which define r -'. Transposing it we obtain r-'B' = o . Multiplying 
Equation (A2 ) to the left by r - ' gives: 

(r - 'r)r - ' +(r - 'B')C/ = r - II = r - I, (A6) 
whence 

(r - tr - I )r - t = o. 

If, and only if, r -' is non-singular we then have 

r - 'r = I. (AB) 
For a complex set of data this is always the case. It would not be so, for instance, if we had on I) two balances 

at the same site a nd p = o . Then 

[

1/2 
In this case r - I = ~ 

A = 

o 
1/2 

- 1/2 

[: ~ :l A'A- tA = r = [ ~ : ~]. 
101 

-~ /2 J is singular and Equation (AB) is untrue; 
1/2 

r - tr = [~ : ~~ ~~/2 J . 
o - 1/2 1/2 

APPENDIX B 

GENERALIZATION OF T U KEY'S NON-ADDITlVITY TEST IN ORDER TO TEST 11-
IN EQUATION (60) 

We consider the estimate of X: 

withB8 = o . 

(A9) 

(AID) 

o AGAINST 11- # 0 

This model differs from the previous one because He is not contained within subspace W as are A 0 and AG. 
The component of HG in sub-space W, say (He) w does not change the model. It only changes 0, if Equa tion 
(6 1) is not fulfill ed, without introducing a new degree of freedom. Thus only the component of H0 orthogonal 
to 'vV, (H0 ) w l. = <D must be considered for testing this new model. 

Nevertheless, the introduction of I" has raised the number of dimensions of W to J+ T+ 1 and then W l. has 
only N- J- T dimensions. 
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Barra ( 1972) has d emonstrated that: 

(I) <1> is a Gaussian centred random vector, having N- j - T independent components of the same variance. 
(2) If the component of <1> in the random direction (X- A0) is denoted '1:", since this random direction does 

not depend upon <1>, the ratio 

11 '1:" 11 ' : 11 <1> - 0/ 11 ' 
N- ] - T- I 

follows an F-distribution with I and (N - ] - T - I ) degrees of freedom (if the direction of 0/ was fixed, it would be 
a classical result) . 

Since the projec tion of any vector X within W is, according to Equation (18) : 

Xw = A0 = Ar- rA'A- rX, 

the projection of vector H0 is 

and then 

<1> = (H0)wJ. = H0- Ar- rA'A- rH0. 

The component 'I:" of <1> along (X- A0) is calculated with the scalar product: 

<X- A01<1» = <XI <1» - <A0 IH0>+<A01(H0)w) . 
If condition (61 ) is fulfill ed, the second term on the right-hand side vanishes and: 

<A01 (HB)w) = B'A'A- rAr- rA 'A- rHB, 

= GTr- rA'A- rHG = <AGIHG) = 0, 

and: 

<X- ABI <1» = <XI <1» 
Even if (61 ) is not fulfill ed , 

<X- ABI <1»' 
11 '1:" 11' = IIX- AB II' 

11 <1> - '1:" 11 ' is d educed from Pythagoras's theorem: 

whence 
11 <1> - '1:" 11' = 11 <1> 11'-11'1:" 11 ', 

11'1:" 11 ' : 11 <1> - '1:" 11' 
N- ] - T- I 

(N- J- T- I )<X- ABI <1»' 

~ <1> II ' IIX-Ae ll'-<x- Ael <1» ' 

(B3) 

(BS) 

(B6) 

(B8) 

(Bg) 

(BIO) 

(BII ) 
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