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An assessment of the temporal dynamics of moral decisions

Gregory J. Koop*

Abstract

In the domain of moral decision making, models in which emotion and deliberation constitute competing dual-systems

have become increasingly popular. Currently, the favored explanation of this interaction is what Evans (2008) termed

a “default-interventionist” (DI) process where moral decisions are the result of a prepotent emotional response, which

can be overridden with substantial deliberative effort. Although this “emotion-then-deliberation” sequence is often

assumed, existing methods have lacked the requisite process resolution to clearly depict the nature of this interaction.

The present work utilized continuous mouse tracking, or response dynamics, to develop and test predictions of these

DI models of moral decision making. Study 1 utilized previously published moral dilemmas to validate the method

for use with such complex stimuli. Although the data replicated typical choice and RT patterns, the process metrics

provided by the response trajectories did not demonstrate the online preference reversals predicted by DI models. Study

2 utilized more rigorously constructed stimuli and an alternative presentation format to provide the strongest possible

test of DI predictions, but again failed to show the predicted reversals. In summary, neither experiment provided data

in accordance with the predictions of popular DI dual-systems models, which suggests that researchers should consider

models allowing for concurrent activation of deliberative and emotional systems, or reconceptualize moral decisions

within the typical multiattribute decision framework.
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1 Introduction

Victor Hugo’s classic 19th century novel (as well as the

modern musical adaptation) Les Misérables is dominated

by the moral struggles of the main character, an ex-con

turned philanthropist named Jean Valjean. In a partic-

ularly tense moment, Valjean must decide whether to

kill his nemesis, thereby allowing him to continue a life

of good works (thus benefiting many), or to obey his

strongly held moral imperative not to kill, and thereby

be unjustly incarcerated. Reflecting a certain degree

of foresight on the part of Hugo, Valjean’s conflict be-

tween doing the most good (a utilitarian consideration)

and obeying moral imperatives (a deontological consid-

eration) closely reflects popular contemporary models of

the moral decision-making process. However, whereas

Hugo depicts this process as one of controlled delibera-

tion, modern models of moral decision making also pre-

sume a role for an automatic, emotional system.

1.1 Dual-systems in moral decision making

Unlike earlier models that put the moral decision burden

largely on either controlled deliberative processes (e.g.,
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Kohlberg, 1969) or emotional processes (e.g., Haidt,

2001), the most popular contemporary model is a com-

bination of these two perspectives (Greene et al., 2001,

2004, 2008; Haidt, 2007). This hybrid view associates the

emotional system with moral laws and rules (i.e., deonto-

logical considerations) and the deliberative system with

dispassionate utilitarian concerns. Furthermore, these

models specify the nature in which these systems interact.

Specifically, the emotional deontological system provides

a prepotent response that can only be effortfully overrid-

den by the slower, controlled deliberative system (Greene

et al., 2001). This type of interaction, known as default-

interventionist (DI; Evans, 2008), is similar to more gen-

eral dual-systems models of decision making (e.g., Kah-

neman & Frederick, 2002; Loewenstein, Rick, & Cohen,

2008).

The data supporting this dual-systems model is largely

from discrete choice behavior on sets of “small world”

dilemmas where all possible outcomes and actions are

known. Shortcomings in ecological validity aside (see

Gigerenzer, 2010), this small world assumption allows re-

searchers strict control over the degree to which the pro-

posed systems conflict with one another. These dilem-

mas are often described as “personal” or “impersonal”

dilemmas, partially as a function of this conflict (e.g.,

Greene et al., 2001; Moore, Clark, & Kane, 2008; Moore

et al., 2011, Baron et al., 2012). Specifically, personal

dilemmas are thought to be more emotionally aversive

because they require “up close and personal” action that
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leads to serious harm to a specific person or group of peo-

ple (Greene et al., 2001). Impersonal dilemmas maintain

more psychological distance and do not elicit as strong of

an emotional response.

Functional imaging has supported the claim that per-

sonal dilemmas elicit a heightened emotional reaction rel-

ative to impersonal dilemmas (Greene et al., 2001), and

that choosing against these emotional considerations is

associated with increased activation in cognitive control

areas like dorsolateral prefrontal cortex (dlPFC) and an-

terior cingulate cortex (ACC; Greene et al., 2004). Case

studies have suggested that the ventromedial prefrontal

cortex (vmPFC) is integral to properly utilizing this emo-

tional signal in moral judgment because individuals with

damage to this area show an increased rate of utilitar-

ian responding (Koenigs et al., 2007; Mendez, Ander-

son, & Shapira, 2005; Neary et al., 1998). Within the

DI dual-systems framework, it is assumed that vmPFC,

orbitofrontal cortex (OFC), and amygdala constitute part

of the emotional circuit that generally dominates moral

decision making (Mendez, 2009), but this circuit can be

overridden with substantial effort via dlPFC.

Behavioral studies have also lent support to the notion

that personal dilemmas create more conflict than imper-

sonal dilemmas, and that this is especially true for utili-

tarian responses (Greene et al., 2001; Moore et al., 2011;

Greene, 2009; but see McGuire et al., 2009). Greene

and colleagues’ (2008) use of a cognitive load manip-

ulation is a prime example. Under cognitive load, par-

ticipants took longer to make utilitarian choices relative

to a control (no load) condition, whereas deontological

judgments were unaffected (Greene et al., 2008). These

authors concluded that there is a unique cognitive compo-

nent involved in moral decision making; one that does not

merely provide a post hoc rationalization of an emotion-

driven response. Conway and Gawronski (2013; Exper-

iment 2) used a process dissociation method in concert

with a cognitive load task and drew similar conclusions

about unique deliberative and emotional inclinations in

moral decision making. Although these data are in ac-

cordance with predictions derived from the dual-systems

model, both analyses rely on discrete choice outcomes

and are thus somewhat limited in depicting the process

that produces those choices (a point to which I will return

shortly).

There are obviously other considerations that af-

fect moral judgments like the doctrine of double-effect

(Moore et al., 2008; Suter & Hertwig, 2011), physi-

cal proximity (Greene et al., 2009), intention (Moore et

al., 2008), and action/inaction (e.g., Cushman, Young, &

Hauser, 2006) among many others, yet the present work

largely focuses on the personal-impersonal distinction

given its ubiquity, empirical support, and critical predic-

tions for dual-systems models. As foreshadowed above,

despite this body of research there remain questions sur-

rounding specific aspects of the dual-systems account.

1.2 Questions of temporal dynamics

The intent of the personal-impersonal distinction is to

allow researchers to design dilemmas in such a con-

trolled way that the analysis of choice proportions or

mean RTs is theoretically meaningful. However, the dis-

crete nature of the response (usually a single key press)

makes testing the dynamic aspects of these models dif-

ficult. For example, although it is commonly assumed

that the emotional/deontological system and the delib-

erative/utilitarian system interact sequentially (i.e., the

deliberative system overrides a prepotent emotional re-

sponse), there is scant direct empirical evidence to sup-

port this specific claim. The behavioral and neuroscien-

tific methods discussed above lack the temporal resolu-

tion to discriminate between sequential and concurrent

interactions—a fact that is acknowledged by model pro-

ponents (Greene et al., 2004; Greene et al., 2008). It is not

surprising, then, that there have been calls to better expli-

cate the time course of this interaction (Huebner, Dwyer,

& Hauser, 2009).

Recently, Suter & Hertwig (2011) directly examined

these temporal predictions by manipulating decision time

through time pressure or with instructions to either de-

cide intuitively or deliberately. In line with the delibera-

tive override prediction, participants made fewer utilitar-

ian choices when under time pressure or when instructed

to decide intuitively, yet this was true only on a subset

of three “high-competition” personal dilemmas. Given

the control generally afforded by the use of small world

dilemmas, the fact that this result was only found on a

very select subset of dilemmas suggests the need for fur-

ther replication or converging evidence. At present, this

study remains the lone example of response time ma-

nipulations affecting choice outcomes, so questions as to

whether the two systems interact sequentially or concur-

rently would be well served by an assessment that can

better depict the decision process itself. In short, the un-

certainty surrounding the time course of the interaction

between systems is classic example of why, to echo John-

son and colleagues’ (2008) proclamation, “process mod-

els deserve process data.”

1.3 Response dynamics

Response dynamics have proven adept at providing the

type of process data that has thus far been lacking in

moral psychology. At their simplest, response dynam-

ics experiments continuously track the mouse response

as participants move from a central location to one of

two disparately spaced onscreen choice options. The typ-
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Figure 1: Typical response dynamics trial as used in Ex-

periment 1. After reading the dilemma and clicking the

“start” box, participants saw the proposed action and re-

sponse options.

A runaway trolley is heading down the tracks toward five
workmen who will be killed if the trolley proceeds on its
present course. You are on a footbridge over the tracks, in
between the approaching trolley and the five workmen. Next
to you on this footbridge is a stranger who happens to be
very large. The only way to save the lives of the five workmen
is to push this stranger off the bridge and onto the tracks
below where his large body will stop the trolley. The stranger
will die if you do this, but the five workmen will be saved.

Would you…

Click here to
respond

NOYES

…push the stranger on to the tracks in order to save the five
workmen?

ical trial begins in the bottom-center of the screen with

response options located in the upper left and right cor-

ners (Figure 1). Curvature in the mouse response when

making a choice is interpreted as “competitive pull” from

the non-chosen option (Spivey et al., 2005). Thus, even

though participants make discrete choices, the mouse

data provide a real-time portrait of how preference for

a choice option develops over the course of a trial.

Researchers have used the method in a variety of

domains, including the evaluation of statement verac-

ity (McKinstry, Dale, & Spivey, 2008), categorization

of atypical exemplars (Dale, Kehoe, & Spivey, 2007),

stereotype activation (Freeman & Ambady, 2009), a met-

ric of task learning (Dale et al., 2008, Koop & Johnson,

2011), and self-reported strength of recognition mem-

ory (Papesh & Goldinger, 2012). The prior applica-

tion of response dynamics to questions of sequential ver-

sus concurrent processing in the domain of phonolog-

ical processing (Spivey et al., 2005) indicates that the

method is particularly relevant for use in moral psychol-

ogy. Critically for testing default-interventionist predic-

tions, there are examples of “changes of mind” using

response dynamics tasks, both from externally directed

target changes (Farmer, Anderson & Spivey, 2007), and

from internally motivated preference reversals that arise

naturally during the course of evidence evaluation (Resu-

laj et al., 2009; Koop & Johnson, in press).

Resulaj and colleagues (2009) used a random dot mo-

tion paradigm in combination with a directed reaching

task to examine the ability of evidence accumulation

models (e.g., Ratcliff & Rouder, 1998) to explain changes

of mind. In this perceptual decision task, the stimulus

was extinguished as soon as response movement was ini-

tiated, yet occasionally participants started in one direc-

tion before course correcting to the other alternative. The

authors posited continued evidence sampling after move-

ment initiation, and if sufficient evidence existed during

this period a preference reversal could occur.

Koop and Johnson (in press) uncovered similar

changes of mind in a higher-order preference task using

economic gambles. Participants most directly selected

safe gambles in the realm of gains, and risky gambles

when in the realm of losses, which followed the classic

maxim in behavioral economics of risk seeking in losses

and risk aversion in gains (Kahneman & Tversky, 1979;

Tversky & Kahneman, 1981). Crucially, choices contrary

to this maxim were generally the product of an online

preference reversal. For example, when participants se-

lected risky gambles in the realm of gains, they first pro-

ceeded towards the safe gamble before reversing course

and ultimately selecting the risky option. Like Resulaj

et al. (2009), Koop and Johnson showed that a simple

attention-driven evidence-accumulation model provided

a good fit to the change-of-mind data.

These results are significant for moral psychology be-

cause they demonstrate the ability of response dynam-

ics to capture the very behavior that is predicted by DI

dual-systems models, yet has proven difficult to uncover.

The critical conditions for these models are those com-

binations of dilemma and response that ostensibly re-

quire deliberative override. Specifically, utilitarian re-

sponses to personal dilemmas should begin towards the

emotionally preferred deontological option before revers-

ing course and ultimately selecting the utilitarian option

(Figure 2, solid red line). Deontological responses to per-

sonal dilemmas, on the other hand, predict fairly direct re-

sponse trajectories because the initial emotional impulse

“wins” and is never overridden (Figure 2, dashed red

line). To round out the response predictions, recall that

impersonal dilemmas are not intended to produce con-

flict between the systems and so there should not be a

difference in directness between responses (blue lines).

Thus, utilitarian responses to personal dilemmas are crit-

ical to testing DI dual-systems models, which predict the

same online preference reversals demonstrated in other

domains by Farmer and colleagues (2007), Resulaj and

colleagues (2009), and Koop and Johnson (in press).

In Experiment 1, I use classic dilemmas from the sem-

inal studies in moral psychology (Greene et al., 2001;

Koenigs et al., 2007) with the intent of replicating crit-

ical choice and RT results in order to show that the ad-

dition of mouse tracking does not produce idiosyncratic

results. In Experiment 2, I slightly modify the experi-

mental presentation and use more rigorously constructed

stimuli (Moore et al., 2008) in order to provide the best

possible environment for uncovering the predicted pref-

erence reversals.
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Figure 2: Response format and predictions for default-

interventionist dual- systems response trajectories. An

online preference reversal is uniquely predicted for

personal-utilitarian choices. “YES” responses indicate

acceptance of the proposed utilitarian action, whereas

“NO” responses indicate a deontological preference.

 

 

Personal Utilitarian

Personal Deontological

Impersonal Utilitarian

Impersonal Deontological

YES NO

2 Experiment 1

2.1 Method

2.1.1 Participants

I recruited 91 participants from an introductory psychol-

ogy course via an online sign-up tool, where this experi-

ment was listed among many others. For their participa-

tion, students received course credit.

2.1.2 Stimuli

To assess the validity of response dynamics in the realm

of moral decision making, I used a set of previously pub-

lished dilemmas (Greene et al., 2001; Koenigs et al.,

2007). Although concerns have been raised about the

structure of some of these dilemmas (e.g., McGuire et

al., 2009; discussed more fully below), their merit lies

primarily in the abundance of empirical data to which the

present findings can be compared. Participants read and

responded to 29 dilemmas that were deemed acceptable

for use with this particular participant population (see

Supplemental Materials). Of these dilemmas, 15 were

personal dilemmas, 9 were impersonal dilemmas, and the

remaining 5 were non-moral “filler” dilemmas.

2.1.3 Procedure

Participants were seated in a group testing room where

up to six individuals were tested per session. At least one

empty seat separated participants at all times. After pro-

viding informed consent, participants proceeded through

self-paced instruction slides that described the nature of

the task and provided animated examples of the response

process. Participants were instructed that there were no

right or wrong answers to these dilemmas, only that they

were to make the choice that seemed best to them.

On each trial, participants first read the dilemma text,

although the final proposed action was hidden until they

clicked the “Start” box located in the bottom middle of

a 640 x 480 pixel screen (Figure 1). After clicking the

“Start” box, the proposed action appeared along with

“YES” (the utilitarian response) and “NO” (the deonto-

logical response) response boxes located in the upper cor-

ners of the screen. From the time participants clicked the

start box until they clicked on their chosen response, I

recorded the (x,y) coordinates of the mouse response at a

rate of 100 Hz. All participants completed all 29 dilem-

mas. Dilemma order was randomized for each partici-

pant, and the left-right order of the response boxes was

counterbalanced across participants. After completing all

dilemmas, participants rated each dilemma on the basis

of difficulty and emotionality on a 1–9 scale. After com-

pleting the survey portion of the experiment, participants

were thanked for their participation and dismissed.

2.2 Results

The primary aim of Experiment 1 was to ensure that the

data acquired via response dynamics fit with previous

studies, as well as to provide an initial descriptive test

of DI dual-systems models of moral judgment. Each of

these aims provides different analytic constraints. For the

former, one must rely on the measures and metrics that

have been used previously: choice proportions and RT.

For the latter, only those dilemmas that manipulate emo-

tional reactions are necessary to assay the supposed in-

teraction between emotion and deliberation. With these

concerns in mind, I first include all dilemmas in order to

replicate classic choice and RT effects, before focusing

solely on personal and impersonal dilemmas (in accor-

dance with Greene et al., 2001, and Koenigs et al., 2007).

Finally, in order to prepare for analysis of response trajec-

tories, trials with RTs more than three standard deviations

above the mean were excluded from all analyses.

2.2.1 Analysis of outcome-based metrics

As an initial test for effects of the response method, I

compared the proportion of utilitarian choices for each

dilemma type (Table 1, “All Dilemmas”) to the normal

control data presented by Koenigs and colleagues (2007).

In order to provide a fair comparison, I removed three im-

personal dilemmas (Supplemental Materials, 22–24) that
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Table 1: Choice proportions and response times in Exper-

iment 1

Condition Pr Mean RT (SE)

a. All Dilemmas

Personal Utilitarian 0.38 4220.06 (157.17)

Deontological 0.62 3604.62 (117.86)

Impersonal Utilitarian 0.53 3091.67 (122.28)

Deontological 0.47 3362.41 (151.14)

b. Non-Unanimous Dilemmas

Personal Utilitarian 0.52 4213.74 (161.47)

Deontological 0.48 4173.20 (179.59)

Impersonal Utilitarian 0.53 3741.69 (183.28)

Deontological 0.47 3415.09 (161.27)

were exclusive to Greene et al. (2001). For consistency,

these dilemmas are not included in subsequent analy-

ses. Participants were most likely to provide a utilitar-

ian (“yes”) response for non-moral dilemmas, Pr(UTL)

= .76, followed by impersonal dilemmas, Pr(UTL) = .53,

and were least likely to advocate a utilitarian response in

personal dilemmas Pr(UTL) = .39, as evidenced by a sta-

tistically significant linear contrast, F(1,90) = 360.64, p

< .001. Importantly, the overall trend replicates choice

data from previous studies (Koenigs et al., 2007); how-

ever more theoretically meaningful comparisons can be

performed using RT data.

The classic finding from Greene et al. (2001) was a

strong Dilemma by Response interaction. Specifically,

in personal dilemmas people were faster to make deon-

tological responses relative to utilitarian responses, yet

there was no difference in RTs for impersonal dilem-

mas. As shown in Table 1 (“All Dilemmas”), the present

data replicate this finding using Experiment 1’s sub-

set of moral dilemmas. A 2 (personal, impersonal) by

2 (utilitarian, deontological) repeated-measures ANOVA

showed that participants were faster on impersonal dilem-

mas, F(1,86) = 43.74, p < .001, and that the difference

between utilitarian and deontological responses was de-

pendent on Dilemma, F(1,86) = 19.74, p < .001. Specif-

ically, on personal dilemmas participants were faster for

deontological responses than utilitarian responses, t(86)

= 4.42, p < .001, which was not the case with impersonal

dilemmas, t(86) = -1.68, p = .096.

Although these data mirror the patterns seen in Greene

et al. (2001), subsequent research has questioned the

cause of this interaction. Specifically, near unanimous

deontological responses to a few dilemmas drove this ef-

fect (Greene et al., 2008; McGuire et al., 2009). With

this in mind, I reevaluated the data while only focus-

ing on those dilemmas that were endorsed by more than

5% of respondents (McGuire et al., 2009). Again con-

firming that there were no idiosyncratic effects of the re-

sponse method, RTs from non-unanimous dilemmas (Ta-

ble 1; “Non-Unanimous Dilemmas”) were in accord with

the results presented by McGuire and colleagues (2009;

Analysis 3). Effects of Response, F(1,78) = 1.49, p =

.226, and the Response-Dilemma interaction, F(1,78) =

1.51, p = .223, disappeared.1 The lone remaining statis-

tically significant finding was that participants responded

faster to impersonal than personal dilemmas, F(1,78) =

20.52, p < .001. In accordance with these data, this 5%

exclusion criterion will be used for all subsequent analy-

ses on these stimuli.

An important caveat when performing RT analyses on

response dynamics experiments is the possibility most

processing is done “offline”—that is, prior to response

initiation. If this were the case, any RT differences should

be present in a pre-movement window but not while the

mouse was actually in motion. To address this concern,

I divided total RT into two separate measures: RTlatency

and RTmotion (cf. Dale et al., 2008). RTlatency represents

the time between clicking the “Start” button and moving

the mouse outside of a 50 pixel radius. RTmotion, then,

represents the remainder of the trial until a response is

made. When the analyses just discussed were conducted

on these variables, RTlatency showed no significant main

effects or interactions (F’s < 1.5, p’s > .20). For RTmotion,

personal dilemmas took longer than impersonal dilem-

mas, F(1,78) = 14.19, p < .001, thus replicating the total

RT analyses discussed above. Given the lack of differ-

ences in RTlatency, it is appropriate to conclude that the

data capture online processing.

2.2.2 Analysis of the mouse response

Having replicated traditional choice patterns and shown

that the mouse response captured online processing, it is

possible to shift focus to the central questions motivating

the present research. Specifically, when making a util-

itarian response, do individuals have to override an ini-

tial emotionally driven preference for the non-utilitarian

action, and is this reversal uniquely present in personal

dilemmas? Figure 3 presents the aggregate response tra-

jectories for utilitarian and deontological responses in

personal and impersonal dilemmas. In order to produce

1McGuire and colleagues (2009) also performed an item analysis to

examine whether the interaction found in Greene et al. (2001) was the

product of a few aberrant dilemmas rather than a difference in the gen-

eral characteristics of personal and impersonal dilemmas. This sort of

analysis is beyond the scope of the present work, but suffice it to say

that such an analysis would include the variability between dilemmas

within a dilemma type (e.g., variability within personal dilemmas), and

thus make finding the predicted Response-Dilemma interaction even

less likely.
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Figure 3: Aggregate response trajectories for non-

unanimous dilemmas in Experiment 1. All responses are

flipped to the upper left for ease of comparison. Dotted

black line represents midpoint between response options;

crossings of this axis represent absolute preference rever-

sals.
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these trajectories, I first time-normalized each response

for each participant into 101 time steps, as is typical in

the literature (Spivey et al., 2005, set this precedent).

I next created aggregate trajectories for each Dilemma-

Response condition for each participant, before collaps-

ing across all participants. At first glance, it is readily

apparent that utilitarian choices (solid lines) on personal

dilemmas (red lines) do not demonstrate the large prefer-

ence reversals that would be produced by a deliberative

override. In fact, there does not seem to be an effect of

either Dilemma or Response. However, to fully uncover

any possible differences, one must appeal to individual-

level analyses.

Given the dangers inherent in analyzing heavily aggre-

gated data like the response trajectories, I utilized more

refined metrics calculated at the level of individual par-

ticipants to better uncover processing differences. Aver-

age absolute deviation (AAD) represents the average de-

viation of each response trajectory from a direct path be-

tween the beginning and end of each response. In general,

AAD indicates the curvature of each response, and thus

the amount of “competitive pull” being exerted by the

non-chosen alternative. A second metric, Xflips, simply

counts the number of directional changes along the x-axis

during a response (perhaps most easily described as “un-

certainty” in the response). Finally, I also calculated the

number of global preference reversals (Reversals); here

operationalized as the number of times a response crosses

the y-axis (which is at the midpoint between the two re-

sponse options) on a given trial. Xflips and Reversals may

be the most applicable metrics because they provide the

number of momentary valence and absolute preference

reversals during a response. Any choice that requires de-

liberative override (e.g., utilitarian choices on personal

dilemmas) should produce more Xflips and Reversals than

those that do not (e.g., deontological choices).

The response dynamics metrics calculated at the indi-

vidual level are largely in accord with the pattern seen in

the aggregate trajectories (Table 2). 2 (personal, imper-

sonal) by 2 (utilitarian, deontological) repeated-measures

ANOVAs run for the dependent measures of AAD, Xflips,

and Reversals failed to show any main effects or inter-

actions (p’s > .10). This finding was also true for Xflips

calculated solely outside of the latency radius.

Because this is the first application of response dynam-

ics to moral dilemmas, it is possible that the lack of any

observable trend is due to a failure of the method. Two

sets of analyses can help to rule out this possibility. First,

as shown above, statistically significant differences in RT

were present outside the latency radius, which suggests

the method captured online data. A more convincing ar-

gument, however, can be made by using the difficulty rat-

ings that participants provided after completing all dilem-

mas. Instead of aggregating by dilemma type, I grouped

trajectories via a median split on these ratings (Table 2b).

The results indicate that high-difficulty dilemmas evinced

more curvature than did low-difficulty dilemmas, F(1,78)

= 6.76, p = .011, though there was not an effect of Re-

sponse. This same effect of Difficulty held true for Xflips,

F(1,78) = 13.97, p < .001, and Reversals, F(1,78) = 4.64,

p = .034, as well. Thus, the difficulty-based analysis

demonstrates the ability of response dynamics to uncover

meaningful differences using moral dilemmas.

Whereas the above analyses completely ignore the

personal-impersonal distinction in favor of a difficulty-

based distinction, recent work has especially focused on

“high-conflict” personal dilemmas (e.g., Koenigs et al.,

2007; Greene et al., 2008; Suter & Hertwig, 2011). I

therefore repeated the difficulty-based analyses for per-

sonal dilemmas alone, which produced largely identical

results to the overall difficulty-based analyses. Personal

high-difficulty dilemmas showed more Reversals, F(1,67)

= 8.07, p = .006, and Xflips, F(1,67) = 7.39, p = .008, than

personal low-difficulty dilemmas, but there were no ef-

fects of Response (F’s < 1, p’s > .60) nor interactions (F’s

< 1, p’s > .70). There were no significant effects in AAD

(F’s < 2.10, p’s > .15).

2.3 Discussion

The goals of Experiment 1 were twofold: to demonstrate

the ability of response dynamics to accommodate com-

plex stimuli like moral dilemmas, and to test the spe-

cific temporal claims made by dual-systems models of
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Table 2: Individual-level analyses for Experiment 1.

Condition AAD (SE) Xflips (SE) Reversals (SE) N

a. Dilemma-based analyses

Personal Utilitarian 48.85 (3.71) 2.84 (0.20) 0.94 (0.06) 90

Deontological 48.33 (3.83) 2.98 (0.23) 1.03 (0.07) 89

Impersonal Utilitarian 49.41 (4.62) 3.01 (0.23) 1.07 (0.10) 84

Deontological 41.90 (3.65) 2.73 (0.21) 0.95 (0.09) 88

b. Difficulty-based analyses.

High difficulty Utilitarian 54.13 (4.03) 3.12 (0.22) 1.05 (0.06) 90

Deontological 54.33 (5.40) 3.36 (0.28) 1.15 (0.08) 83

Low difficulty Utilitarian 49.15 (3.97) 2.85 (0.19) 1.04 (0.09) 88

Deontological 41.56 (3.40) 2.65 (0.19) 0.89 (0.06) 90

moral decision making (Greene et al., 2001; Greene et

al., 2004). In order to assess the first claim, I utilized

a subset of dilemmas that have been widely used in the

field (Greene et al., 2001; Greene et al., 2004; Koenigs

et al., 2007). Using typical outcome-based measures,

I demonstrated that the response dynamics method did

not uniquely alter the frequency of utilitarian responses

across dilemma types (as compared to Koenigs et al.,

2007). Furthermore, RT data from the present study

replicated the classic Response by Dilemma interaction

described by Greene and colleagues (2001). However,

these differences largely disappeared once poorly en-

dorsed dilemmas were excluded from analysis, which is

consistent with the reanalysis performed by McGuire and

colleagues (2009). Collectively, these results replicated

classic findings in the domain, and suggested that the re-

sponse dynamics method did not have an idiosyncratic

effect on decisions in moral dilemmas.

Following these replications, I used the unique analy-

ses afforded by response dynamics to assess specific tem-

poral predictions of DI dual-systems models of moral de-

cision making. Analyses of AAD, Xflips, and Reversals

failed to support the prediction that utilitarian choices on

personal dilemmas require deliberative override. None

of the metrics showed differences based on Response or

Dilemma. The trajectories did, however, show mean-

ingful differences when grouped by self-reported diffi-

culty rather than by dilemma-type, which demonstrates

the ability of the method to depict processing differences

for complex stimuli like these dilemmas. Finally, when

the difficulty-based analyses were restricted to personal

dilemmas there was no effect of Response nor was there

an interaction between Response and Difficulty. These

findings mirror those of Baron and colleagues (2012),

who specifically examined the impact of conflict and sim-

ilarly failed to show differences between response types

(see the general discussion for lengthier treatment). It is

most likely, then, that the failure to show the predicted in-

teraction between Dilemma and Response (or Difficulty

and Response for personal dilemmas) represents short-

comings of the personal-impersonal distinction in this

dilemma set, rather than deficiencies in the response dy-

namics method.

3 Experiment 2

Given the difficulty in interpreting null effects, it is im-

portant to explore other possible explanations for the lack

of support for DI dual-systems models in Experiment 1.

To this end, I implemented a few changes in Experiment 2

in order to provide the strongest possible test of DI dual-

systems models. First, a new set of stimuli (Moore et al.,

2008) were used that better defined personal and imper-

sonal dilemmas by controlling for severity of injury, and

systematically varied whether proposed actions were self-

beneficial (Benefit; self versus other) and whether harm

to another was inevitable (Inevitability; inevitable versus

avoidable). Second, in order to ensure that the mouse re-

sponse captured as much online processing as possible,

participants were asked to choose between two courses

of action rather than just accepting or rejecting a single

course of action. The structure of response presentation,

then, was more similar to earlier work demonstrating on-

line preference reversals (Koop & Johnson, in press). Fi-

nally, I increased screen resolution to 1280 x 768 pixels

in order to require more response movement, and thus

greater distance over which response differences could

appear. With these changes, Experiment 2 aimed to build

on the validation provided in Experiment 1 and create the

best possible setting in which to test the predictions of DI

dual-systems models of moral decision making.
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Figure 4: Trial presentation in Experiment 2. Participants

clicked a “start” box in order to populate the two response

boxes with possible courses of action and associated out-

comes.

Click here to
respond

Open the hatch Leave hatch in
place

Save yourself and
crewmembers

Save unconscious
crewmember only

You are a crewperson on a marine−research submarine traveling underneath
a large iceberg. An onboard explosion has damaged the ship, killed and
injured several crewmembers. Additionally, it has collapsed the only access
corridor between the upper and lower parts of the ship. The upper section,
where you and most of the others are located, does not have enough
oxygen remaining for all of you to survive until you reach the surface. Only
one remaining crewmember is located in the lower section, where there is
enough oxygen.

There is an emergency access hatch between the upper and lower sections
of the ship.  If released, it will fall to the deck and allow oxygen to reach the
upper section.  However, a crewmember in the lower section was knocked
unconscious and is lying beneath the hatch while you and the rest of the
crew are almost out of air. If you shove the hatch open you and the others
will have air, but it will fall to the deck, crushing the unconscious crewmember.

3.1 Method

3.1.1 Participants

Participants were 96 introductory psychology students.

Recruitment and compensation were identical to Exper-

iment 1.

3.1.2 Stimuli

Participants completed 38 dilemmas that were based on

previously published materials (Moore et al., 2008; Sup-

plemental Materials). These 38 dilemmas were com-

prised of 24 critical dilemmas and 14 “filler” dilemmas.

Each of the 24 critical dilemmas had a personal version

where the actor must directly kill someone and an imper-

sonal version where indirect actions resulted in another’s

death. Whether a participant saw the personal or imper-

sonal version of each dilemma was randomized between

participants. Each participant also completed the same 14

“filler” dilemmas. These fillers served to make the stimu-

lus set similar to that of Greene and colleagues (2001),

and also made the patterns seen in the critical dilem-

mas (e.g., “kill one to save many”) slightly less apparent

(Moore et al., 2008).

Recall that in Experiment 1 participants were asked

whether they would perform a single proposed action.

This format is similar to that which is typically used in

studies of moral decision making, where participants are

asked to judge whether a specific action is “appropriate”

or “inappropriate”. The adaptation of this format for Ex-

periment 1 raised a few concerns. First, it is possible that

participants could occasionally guess the proposed action

based on the partial stem. Secondly, the “yes” and “no”

responses introduced the possibility of an affirmation bias

(e.g., Gilbert et al., 1993; McKinstry et al., 2008). In or-

der to better encourage online processing and remove the

confounds inherent in “yes/no” responses, dilemmas in

Experiment 2 were slightly altered so that each response

box was populated with a specific action and that action’s

consequence. For example, take the dilemma entitled

“Modified Submarine”:

You are a crewperson on a marine-research

submarine traveling underneath a large iceberg.

An onboard explosion has damaged the ship,

killed and injured several crewmembers. Ad-

ditionally, it has collapsed the only access cor-

ridor between the upper and lower parts of the

ship. The upper section, where you and most

of the others are located, does not have enough

oxygen remaining for all of you to survive un-

til you reach the surface. Only one remain-

ing crewmember is located in the lower section,

where there is enough oxygen.

There is an emergency access hatch be-

tween the upper and lower sections of the ship.

If released, it will fall to the deck and allow

oxygen to reach the upper section.

However, a crewmember in the lower sec-

tion was knocked unconscious and is lying be-

neath the hatch while you and the rest of the

crew are almost out of air.

If you shove the hatch open you and the

others will have air, but it will fall to the deck,

crushing the unconscious crewmember.

Rather than asking participants “Is it appropriate for

you to open the hatch and crush the crewmember below to

save yourself and the other crewmembers?”, participants

were presented with two options: (a) “Open the hatch” to

“save yourself and crewmembers” and (b) “Leave hatch

in place” to “save unconscious crewmember only” (Fig-

ure 4).

3.1.3 Procedure

The procedure was virtually identical to that of Experi-

ment 1, however participants were not asked to complete

a rating block following the dilemmas.

3.2 Results

Although every attempt was made to remain faithful to

the original dilemmas used by Moore et al. (2008), the

“dual-stem” presentation required minor editing. Thus,

in addition to descriptively testing model predictions, it is

also important to compare choice results to those reported

in previous applications of these dilemmas.
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Figure 5: Choice proportions for Experiment 2 across the

dimensions of Dilemma (personal, impersonal), Benefit

(self, other), and Inevitability (inevitable, avoidable). ±

1 SE.
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3.2.1 Analysis of outcome-based metrics

Unlike Experiment 1, dilemmas varied on dimensions

of Benefit and Inevitability in addition to the crucial

personal-impersonal (Dilemma) distinction. Although

these additional factors are not central to the aims of

this experiment, they present more opportunities to assess

whether the modified stimuli utilized herein affected par-

ticipants’ choice proportions (Figure 5). A 2 (Dilemma) x

2 (Benefit) x 2 (Inevitability) repeated-measures ANOVA

was used to analyze the average proportion of utilitar-

ian choices for each participant (Figure 5). As predicted,

participants were more likely to adopt utilitarian actions

for impersonal dilemmas, F(1,77) = 56.57, p < .001,

for dilemmas where they were saving themselves and

others rather than only saving others, F(1,77) = 45.13,

p < .001, and in instances where death was inevitable

rather than avoidable, F(1,77) = 53.82, p < .001. Im-

portantly, these are the same main effects described by

Moore and colleagues (2008) in the original application

of these stimuli, which suggests that the dual-stem re-

sponse paradigm did not substantially affect choice pat-

terns. Unlike the original Moore article, the three-way in-

teraction was not statistically significant, but the two-way

interaction between Benefit and Inevitability was statis-

tically significant, F(1,77) = 9.40, p = .003. Although

participants made utilitarian responses more frequently

in self-beneficial situations for both avoidable, t(77) =

6.69, p < .001, and inevitable dilemmas, t(77) = 3.53,

p = .001, utilitarian decisions were particularly lessened

when avoidable deaths were not self-beneficial. Overall,

the choice behavior largely replicates the findings present

in previous work using these stimuli, which allows for

greater confidence when analyzing the response trajecto-

ries.

Figure 6: Aggregate response trajectories for Experiment

2. All responses are flipped to the upper left for ease of

comparison. Dotted black line represents midpoint be-

tween response options; crossings of this axis represent

absolute preference reversals.
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3.2.2 Analysis of the mouse response

Although analyses based on specific dilemma dimensions

(i.e., those in addition to the personal-impersonal distinc-

tion) are important insofar as they facilitate comparing

data collected in response dynamics to previous studies,

they are not central to the theoretical considerations driv-

ing the present study. The distinction between personal

and impersonal dilemmas, however, remains crucial to

testing the predictions of DI dual-systems models. The

central question in Experiment 2 is whether fast emo-

tional responses must be overridden in order to make a

utilitarian choice. Figure 6 shows the time-normalized

trajectories for all four Dilemma (personal, impersonal)

by Response (utilitarian, deontological) combinations.

Unlike Experiment 1, the aggregate response trajectories

suggested an effect of Dilemma such that personal dilem-

mas generally elicited more direct paths than did imper-

sonal dilemmas. More importantly, utilitarian choices in

personal dilemmas, far from exhibiting the online pref-

erence reversal predicted by default interventionist mod-

els, actually seemed to take the most direct path. Finally,

these trajectories did not show a meaningful difference

between utilitarian and deontological choices. To unpack

these results more fully, I again analyzed response trajec-

tories on the level of individual participants.

As described in Experiment 1, AAD, Xflips, and Re-

versals can directly test the critical predictions of DI

dual-systems models (Table 3). A 2 (Response) x 2

(Dilemma) repeated-measures ANOVA on AAD showed

that responses to personal dilemmas were subject to less

competitive pull than impersonal dilemmas, F(1,83) =
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Table 3: Individual-level dilemma-based analyses for Experiment 2.

Condition AAD (SE) Xflips (SE) Reversals (SE) N Pr

Personal Utilitarian 113.52 (6.37) 3.82 (0.15) 1.31 (0.06) 95 0.58

Deontological 115.18 (7.23) 4.16 (0.29) 1.57 (0.09) 93 0.42

Impersonal Utilitarian 124.30 (7.59) 3.83 (0.17) 1.35 (0.06) 96 0.77

Deontological 138.08 (11.98) 4.33 (0.31) 1.52 (0.10) 87 0.23

4.72, p = .033. There was not a statistically significant

effect of Response, nor was there a Dilemma-Response

interaction (F’s < 1, p’s > .30).

While AAD gives a pretty good picture of the gen-

eral characteristics of participants’ responses, Xflips and

Reversals remain the most appropriate metrics by which

predictions regarding online preference reversals can be

tested (Table 3). A 2 (Response) x 2 (Dilemma) repeated-

measures ANOVA revealed that participants showed a

greater number of valence reversals (Xflips) when mak-

ing deontological choices relative to utilitarian choices,

F(1,83) = 6.37, p = .013, but that there was no statisti-

cally significant difference in Xflips between personal and

impersonal dilemmas (F < 1, p = .65). Next, to ensure

that these metrics captured online processing differences,

I re-analyzed Xflips using only data from outside the la-

tency radius. Given the increased screen resolution in

Experiment 2, I expanded this latency radius from 50 to

100 pixels. Consistent with the notion that the trajecto-

ries reflect online processing, the same pattern of effects

was seen for Xflips calculated on mouse movements out-

side of the latency radius. Finally, analysis of Reversals

demonstrated the same pattern: participants showed more

preference reversals for deontological responses than for

utilitarian responses, F(1,83) = 8.95, p = .004, and this

pattern did not differ by dilemma type, (F < 1, p = .881).

Neither Xflips nor Reversals showed a significant interac-

tion (F’s < 1, p’s > .45).

3.3 Discussion

The goal of Experiment 2 was to use dilemmas that

have rigorously defined the personal-impersonal distinc-

tion within a two-alternative response dynamics task in

order to test the specific temporal predictions of DI dual-

systems models. Prior to testing the critical Dilemma-

Response interaction it was important to ensure the mod-

ified dilemmas and response method did not have an id-

iosyncratic effect. The additional dimensions provided

by Moore and colleagues (2008) in their dilemmas, al-

though not theoretically critical to this study, offered ex-

tra opportunities for comparison and validation. Across

the Benefit, Inevitability, and Dilemma dimensions, the

present data replicated the main effects described by

Moore et al. (2008): participants were more likely to ad-

vocate for utilitarian action when the dilemma was imper-

sonal, when it involved saving oneself, and when the af-

fected person’s death was inevitable. In summary, based

on the analyses of choice data, the modified response for-

mat and slightly altered dilemmas did not have a system-

atic impact on participants’ responses.

After confirming that the novel dilemma presentation

did not affect participants’ choice behavior, I directly

tested the deliberative override assumption of DI dual-

systems models. At a descriptive level, the aggregate re-

sponse trajectories failed to show any hint of an online re-

versal of preference. In fact, responses to personal dilem-

mas actually showed less competitive pull from the non-

chosen alternative than did impersonal dilemmas regard-

less of response. Xflips and Reversals, which provide the

best indication of “changes of mind”, also failed to show

the predicted interaction. Although there was a main ef-

fect of Response, this effect was in the opposite direc-

tion as predicted by a DI dual-systems model. Partici-

pants showed more reversals when making deontological

choices (i.e., those that should not require overcoming an

emotional impulse) than when making utilitarian choices.

Although these data produced statistically significant

differences between response types, the results should

be treated with care. The finding that deontological re-

sponses were more direct than utilitarian responses is an

unanticipated result, and one that runs contrary to appar-

ent implications of several prior studies. As noted above,

the original work by Moore and colleagues (2008) did not

show this sort of pattern of effects, and additional studies

using similar stimuli (Gürçay & Baron, in preparation;

Baron et al., 2012) also failed to show such a dissociation.

One possible explanation for this aberrant effect is that

a few dilemmas elicited overwhelmingly utilitarian re-

sponses; if these dilemmas are removed from analyses the

effect largely disappears. The main point of Experiment

2 remains, however, that the discrete choice data largely

replicated earlier work, but the continuous response data

did not support the decision process that is posited by DI

dual-systems models of moral decision making.
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4 General discussion

The two experiments presented above utilized response

dynamics in order to test the temporal predictions of

dual-systems models. Specifically, contemporary mod-

els of moral decision making assume that decisions are

the product of a fast emotional system and a slower, con-

trolled deliberate system. Furthermore, the emotional

system is generally thought to be a prepotent response

that must be subsequently overridden by the delibera-

tive system (Greene et al., 2001, 2004, 2008; Haidt,

2007). This sequential interaction is a hallmark of

default-interventionist models (DI; Evans, 2008), and has

been resistant to direct empirical assessment (Greene et

al., 2004; Greene et al., 2008; Huebner et al., 2009).

Although the choice data from both experiments closely

matched prior work, the mouse trajectories gave no indi-

cation of the online preference reversal predicted by DI

dual-systems models.

Although these data fail to support the preference re-

versal predicted by DI dual-systems models, they do not

address whether emotion and deliberation actually con-

stitute dual-systems. This more fundamental debate is

ongoing (see Greene et al., 2004, for a brief discussion

of the general emotion-cognition distinction) but it is be-

yond the scope of the data presented here. These exper-

iments simply address whether the presumed emotional

and deliberative components are active serially or con-

currently, and the data discussed above favor the latter

explanation. Although these studies contribute the most

applicable data to this debate, the idea that these systems

operate concurrently is not a new one. Greene and col-

leagues (2004, 2008) discussed this possibility, and the

neuroscientific evidence previously interpreted in light of

a serial assumption can also easily accommodate concur-

rent systems. In short, the anterior cingulate cortex may

indicate conflict between concurrently active components

rather than actively initiating cognitive override (Greene

et al., 2004).

Baron and colleagues (2012) provided an account of

the moral decision making process that does not require

two competing systems (though dual systems can be ac-

commodated if concurrent activity is assumed). These

authors reexamined existing dilemma data using a Rasch

analysis and showed that the longest RTs were most

likely when dilemma “difficulty” (i.e., the dilemma’s ten-

dency to elicit a utilitarian response) matched a partic-

ipant’s “ability” (i.e., the individual’s tendency to make

a utilitarian response). At this point, the two responses

were equally strong in theory, and equally likely in fact.

The dual-systems prediction would hold that utilitarian

responses would be slower at this point, because some of

them would result from mind changing after an initial ten-

dency to make a deontological response. In sum, contrary

to the predictions of a DI dual-systems model, RTs were

best predicted by the fit between participant and dilemma,

and there were no asymmetries between utilitarian and

deontological responses.

Further complicating the depiction of the moral deci-

sion process is recent work by Kahane and colleagues,

which suggests that the dilemmas most often used to pro-

vide support for the dual-systems account may be struc-

tured such that they are confounded with intuitiveness

(Kahane et al., 2012; Kahane, 2012). That is, rather than

reflecting unique utilitarian or deontological systems, it

is more likely that any differences between responses are

produced by the intuitiveness of the response option. For

example, the utilitarian choice can actually be made in-

tuitive if the deontological duty is trivial and the conse-

quence is large (e.g., lying to prevent a murder). Thus, the

authors acknowledge that the relative weight assigned to

deontological and utilitarian considerations is critical to

how this decision process unfolds.

In a similar vein, a significant amount of research has

examined which factors play into this relative weighting

of duty and consequence. That is, what are those fac-

tors that could make the utilitarian action a more intuitive

response? The Moore et al. (2008) stimuli used in Exper-

iment 2 provide three such considerations: Benefit, In-

evitability, and the personal-impersonal distinction. The

more numerous the factors influencing utilitarian tenden-

cies become, the more these dilemmas begin to resemble

traditional multiattribute choice experiments. Thus, per-

haps the same methods used to study choices between

innocuous items like laundry detergent or consumer elec-

tronics can be used to examine choices in moral dilem-

mas. For example, just as selecting a laundry detergent

can be described by price, stain-removing quality, and

scent, dilemmas can be described by the personal force

required (Greene et al., 2009), intentionality (Moore et

al., 2008), or the deontological rule being violated (Ka-

hane et al., 2012), to name a few.

Reconceptualizing dilemmas in this fashion opens the

possibility of utilizing established process methods like

process tracing (e.g., Payne, Bettman, & Johnson, 1993)

eye-tracking, or response dynamics to help develop more

precise computational models. For example, recent work

linked eye-tracking with response dynamics to test the

ability of a simple attention-driven accumulation model

to predict the mouse response between risky and safe eco-

nomic gambles (Koop & Johnson, in pres). Future work

could similarly utilize a dilemma presentation akin to Ex-

periment 2 in order to examine the degree to which at-

tention to proposed actions and outcomes predicts prefer-

ence development. Not only would this further allay con-

cerns that the method does not capture online cognition,

but could provide additional evidence for the plausibil-

ity of an evidence accumulation account, which has been
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extraordinarily successful in modeling choice behavior in

other domains (e.g., Ratcliff & Rouder, 1998; Busemeyer

& Townsend, 1993; Usher & McClelland, 2001).

4.1 Conclusion

In sum, when the moral decision process is allowed to un-

fold naturally (i.e., no secondary tasks or time pressure),

there is nothing in the present data that indicates a default-

interventionist interaction between emotional and delib-

erative systems. Thus, the next steps in the development

of process models of moral psychology should involve

accommodating the possibility of concurrent interaction

within the dual-systems framework, or more fully devel-

oping alternative accounts of the moral decision making

process. That the data presented here provide a picture of

the decision process that diverges from popular models

exemplifies the need to test process models with process

data, rather than with outcome measures as has tradition-

ally been done.
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