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Abstract

In recent works [Gonçalves and Mansfield, \textit{Stud. Appl. Math.}, \textbf{128} (2012), 1–29; Mansfield, \textit{A Practical Guide to the Invariant Calculus} (Cambridge University Press, Cambridge, 2010)], the authors considered various Lagrangians, which are invariant under a Lie group action, in the case where the independent variables are themselves invariant. Using a moving frame for the Lie group action, they showed how to obtain the invariantized Euler–Lagrange equations and the space of conservation laws in terms of vectors of invariants and the Adjoint representation of a moving frame. In this paper, we show how these calculations extend to the general case where the independent variables may participate in the action. We take for our main expository example the standard linear action of SL(2) on the two independent variables. This choice is motivated by applications to variational fluid problems which conserve potential vorticity. We also give the results for Lagrangians invariant under the standard linear action of SL(3) on the three independent variables.
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1. Introduction

Noether’s First Theorem states that for systems coming from a variational principle, conservation laws may be obtained from Lie group actions which leave the Lagrangian invariant.
Table 1. Conservation laws arising from group actions on the base space.

<table>
<thead>
<tr>
<th>Group action</th>
<th>Conservation law</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time translation</td>
<td>Energy</td>
</tr>
<tr>
<td>Space translation</td>
<td>Linear momentum</td>
</tr>
<tr>
<td>Space rotation</td>
<td>Angular momentum</td>
</tr>
<tr>
<td>Area preserving diffeomorphism</td>
<td>Potential vorticity</td>
</tr>
</tbody>
</table>

Recently in [8, 17], for the case where the invariant Lagrangians may be parametrized so that the independent variables are each invariant under the group action, the authors were able to calculate the invariantized Euler–Lagrange system in terms of the standard Euler operator and a ‘syzygy’ operator specific to the action. Furthermore, they obtained the linear space of conservation laws in terms of vectors of invariants and the Adjoint representation of a moving frame for the Lie group action. This new structure for the conservation laws allowed the calculations for the extremals to be reduced and given in the original variables, once the Euler–Lagrange system was solved for the invariants. These results were presented in [8] for all three inequivalent SL(2) actions in the complex plane and in [9] for the standard SE(3) action.

In this paper, we show that the results presented in [8] can be extended to cases where the independent variables are not invariant under the group action, which is the case for many physically important models. In Table 1 we list some conservation laws arising from group actions on the base space. We take as our main expository example the standard linear action of SL(2) on the two independent variables due to its importance in variational problems which conserve potential vorticity. Indeed in [4, 15], Bridges et al. give a rigorous connection between particle relabelling, symplecticity and conservation of potential vorticity; they show that conservation of potential vorticity is a differential consequence of a one-form quasiconservation law, which is obtained from rewriting the shallow water equations as a multisymplectic system. Here, we will show that conservation of potential vorticity is a differential consequence of Noether’s conservation laws for the SL(2) action.

In Section 2, we start by giving some background on moving frames, differential invariants, invariant differential operators, and invariant forms. We then move on to the invariant calculus of variations; we show in this section how the invariantized Euler–Lagrange equations are obtained in a way similar to that of the Euler–Lagrange equations in the original variables.

In Section 3, we show how the variational symmetry group acts on Noether’s conservation laws and demonstrate the mathematical structure of Noether’s conservation laws for invariant Lagrangians with independent variables that are
not invariant under the group action. The conservation laws presented in this section are a generalization of the ones obtained in [8]; they differ by the product of a matrix which represents the group action on the \((p - 1)\)-forms. In the particular case of a variational problem with invariant independent variables, this matrix corresponds to the identity matrix. We end this section with the calculation of conservation laws associated to the Monge–Ampère equation.

In Section 4, we compute the new version of Noether’s conservation laws which are associated to two three-dimensional invariant variational problems—the shallow water equations, and Lagrangians invariant under the linear SL(3) action on the base space.

In Section 5, we discuss the role that the frame plays in the integration of the Euler–Lagrange equations and the conservation laws.

We conclude with some remarks about the form of the Euler–Lagrange equations in terms of the conservation laws, that follow as a consequence of our main result.

1.1. Summary of main result. The Euler–Lagrange equations of a functional \(\mathcal{L}[u] = \int \tilde{L}(x, u, u_1) \, d^p x\) are derived by setting

\[
\frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \mathcal{L}[u + \varepsilon v] = 0
\]

for any variation \(v\). If the Lagrangian is invariant under a Lie group action, then the variations \(v\) along the group orbits do not give any new information and so it is sufficient to consider variations of the Lie group invariants using \(\tilde{\mathcal{L}}[u]\) written in terms of the invariants of the group action. Taking advantage of the calculus of invariants given in terms of the Lie group based moving frame, we develop an invariant calculus of variations. One can then obtain the Euler–Lagrange equations directly in terms of the invariants.

We show further that the conservation laws, whose existence is guaranteed by Noether’s theorem, can be written in the form presented in the following theorem. This theorem is a streamlined version of our main result in this paper, which can be found in Section 3, along with its proof.

**Theorem 1.** Let \(\int L(\kappa) I \, (d^p x)\) be invariant under the prolonged action \(G \times M \rightarrow M\), where \(M\) is a jet bundle. Furthermore, let \(\text{Ad}(g)\) be the Adjoint representation of \(G\) with respect to its infinitesimal vector fields, and \(v_1, \ldots, v_p\) the vectors of invariants coming from the action on the conservation laws associated to the Euler–Lagrange equations, \(E^\alpha (L)\). Finally, consider \(M_{\mathcal{J}}\) to be the matrix of first minors of the Jacobian matrix \(\mathcal{J} = d(g \cdot x)/dx\). Then the conservation laws associated to the Euler–Lagrange equations can be written as
\[ d(Ad(\rho)^{-1}(v_1, \ldots, v_\rho))M_{\mathcal{J}}d^{p-1}\hat{x}) = 0, \]  
where \( \rho \) is the moving frame and \( M_{\mathcal{J}}d^{p-1}\hat{x} \) are in fact invariant \((p - 1)\)-forms written in terms of the original \( dx_1 \ldots \hat{dx}_1 \ldots dx_p \).

Since the frame is equivariant, this formulation provides an explicit expression of the equivariance of the linear space of the conservation laws under the Lie group action. The main technical result we need in order to prove our result is, in fact, a proof of an explicit expression of the equivariance of the conservation laws. The equivariance was known, but the proof for only the infinitesimal result was written down (see [21, Proposition 5.64]).

1.2. Motivating example. Consider the following \( SL(2) \) group action on the \((x, u(x))\)-plane,

\[ g \cdot x = \tilde{x} = \frac{ax + b}{cx + d}, \quad g \cdot u = \tilde{u} = u, \]

where \( ad - bc = 1 \). The following expression

\[ \sigma = \frac{u_{xxx}}{u_x^3} - \frac{3}{2} \frac{u_{xx}^2}{u_x^4}, \]

is the lowest-order differential invariant, where a differential invariant is an invariant for the prolonged group action of a Lie group on a jet space. All differential invariants for the group action (2) are functions of \( \sigma \) and its derivatives with respect to the invariant differential operator \( D_x = (1/u_x)(d/dx) \).

Under this group action, the one-dimensional variational problem

\[ \int \frac{(2u_{xxx}u_x - 3u_{xx}^2)^2}{4u_x^7} dx = \int \sigma^2 u_x dx \]

has \( SL(2) \) as a variational symmetry group. Using the formula for Noether’s conservation laws, as formulated in [21, Section 5.4, Proposition 5.98], we obtain a system of conservation laws which can be written in matrix form as \( A(x, u_x, u_{xx})v(I) = c \), where \( v(I) \) is a vector of invariants, and \( c \) are the constants of integration; more precisely, we have

\[ \begin{pmatrix} xu_{xx} + u_x \\ u_x \\ 2u_x \\ u_{xx} \\ 2u_x \\ u_x \\ -xu_{xx} + 2u_x \\ 2u_x \\ u_x \\ xu_{xx} + 2u_x \\ 2u_x \\ u_x \\ xu_{xx} + 2u_x \\ 4u_x^3 \\ -x^2u_x \\ (xu_{xx} + 2u_x)^2 \\ 4u_x^3 \end{pmatrix} \begin{pmatrix} -4D_x\sigma \\ -2\sigma^2 + 2D_x^2\sigma \\ -4\sigma \end{pmatrix} = \begin{pmatrix} c_1 \\ c_2 \\ c_3 \end{pmatrix}, \]

(3)
where this defines $A$ and $\nu(I)$. Note that matrix $A$ corresponds to $\text{Ad}(\rho)^{-1}$ in (1) and $M_J \mathcal{D}^0 \tilde{\mathcal{X}}$ in (1) is 1 in this example.

The Euler–Lagrange equation for this variational problem is $-2D_x^3 \sigma + 6 \sigma D_x \sigma = 0$, that is

$$(-D_x^3 + 2D_x \sigma + 2 \sigma D_x) E^\sigma(L) + D_x (-L) = 0,$$

where $E^\sigma$ is the Euler operator with respect to $\sigma$. This invariantized Euler–Lagrange equation agrees with the invariant form given in Kogan and Olver [16],

$$\mathcal{A}^* E(L) - \mathcal{B}^* \mathcal{H}(L) = 0,$$

where $\mathcal{E}(L)$ is the invariantized Eulerian, $\mathcal{H}(L)$ a suitable invariantized Hamiltonian, and $\mathcal{A}^*$, $\mathcal{B}^*$, which are named Eulerian and Hamiltonian operators, respectively, are invariant differential operators.

Once one has solved the Euler–Lagrange equation for $\sigma$ and substituted $\sigma$ in the system of conservation laws (3), one obtains three equations for $u_x$ and $u_{xx}$ as functions of $x$. Combining and simplifying these yields

$$u_x(c_1 x - c_2 x^2 + c_3) + 4 \sigma = 0. \tag{5}$$

Equation (5) can be solved for $u$, once a solution $\sigma$ is known.

The matrix $A$ defined in (3) is equivariant, in other words, letting the group act on its components, then one can verify that the group action factors out; more precisely,

$$A(\bar{x}, \bar{u}_x, \bar{u}_{xx}) = R(a, b, c) A(x, u_x, u_{xx}),$$

where

$$R(a, b, c) = \begin{pmatrix} ad + bc & 2bd & -2ac \\ cd & d^2 & -c^2 \\ -ab & -b^2 & a^2 \end{pmatrix}, \quad d = \frac{1 + bc}{a}.$$

The matrix $R(a, b, c)$ is a representation of SL(2); the group product in parameter space is given by

$$(a, b, c) \cdot (\alpha, \beta, \gamma) = (a\alpha + b\gamma, a\beta + b\delta, c\alpha + d\gamma), \quad d = \frac{1 + bc}{a}, \quad \delta = \frac{1 + \beta \gamma}{\alpha},$$

and it is easily checked that

$$R(a, b, c) \cdot R(\alpha, \beta, \gamma) = R((a, b, c) \cdot (\alpha, \beta, \gamma)).$$

This representation is the well-known Adjoint representation (see [17, Section 3.3]). In fact, the map $A$ is a moving frame, that is an equivariant
map from the space $M$ on which the Lie group $G$ acts, in this case, the relevant jet bundle, to the group itself.

It follows from the theory we demonstrate in this paper, that the matrix $A$ depends only on the symmetry class of the Lagrangian, that is, the symmetry group and its action. In this example, $A$ will be the same for all Lagrangians of the form, $\int L(\sigma, \mathcal{D}_x \sigma, \mathcal{D}_x^2 \sigma, \ldots) u_x \, dx$. Only the vector of invariants, $\nu(I)$ depends on $L$. Other examples given in [8, 9], show that the system of conservation laws can be used to solve for the extremals, in one-dimensional invariant variational problems where the Adjoint representation is nontrivial.

At first glance the structure of the conservation laws, for invariant variational problems whose independent variables are also invariant (see [8, Theorem 3]), seems to be identical to the one where the independent variables participate in the action. But in fact, they are not identical, as we saw in Theorem 1: there is an extra matrix term in the conservation laws, $M_\mathcal{J}$, which does not appear in one-dimensional variational problems because $\mathcal{D}_x(F(x, u, u_x, \ldots)I(dx)) = d(F(x, u, u_x, \ldots))$ as will be proven later in Theorem 4. Besides this there is another difference, which is not visible here: the vectors of invariants have a slightly different formula, which is related to the fact that the independent variables participate in the action.

2. Moving frames and invariant calculus of variations

In this section, we will introduce notions and concepts needed to understand our results, namely, moving frames as formulated by Fels and Olver [6, 7] in the context of differential algebra, differential invariants of a group action, invariant differential operators, invariant forms and invariant calculus of variations. For further details on these topics, see Fels and Olver [6, 7], and Mansfield [17]. Also, a different approach to invariant calculus of variations can be found in Kogan and Olver [16].

We will start by defining what a moving frame is and then use it to obtain the differential invariants, the invariant differential operators and the invariant differential forms. Then we will proceed to the topic of invariant calculus of variations, where we explain how the invariantized Euler–Lagrange equations are calculated. In the process of obtaining these, a collection of boundary terms are picked up; as will be seen in Section 3, these will yield part of the new structured version of Noether’s conservation laws in terms of invariants and a moving frame.

2.1. Moving frames and differential invariants. A smooth group acting on a smooth space induces an action on the set of its smooth curves and surface elements and on their higher-order derivatives in the relevant jet bundle. These
curves and surfaces are known as the *prolonged curves* and *surfaces*. In this paper, the set $M$ on which the group $G$ acts is the set of these prolonged curves and surfaces.

Let $X$ be the set of independent variables with coordinates $x = (x_1, \ldots, x_p)$ and $U$ the set of dependent variables with coordinates $u = (u^1, \ldots, u^q)$. We will represent the derivatives of $u^\alpha$ with a multi-index notation, for example

$$u^\alpha_K = \frac{\partial^{|K|} u^\alpha}{\partial x_{k_1} \cdots \partial x_{k_m}},$$

where $K = (k_1, \ldots, k_m)$ is an unordered $m$-tuple of integers, where the entries $1 \leq k_\ell \leq p$ represent the derivatives with respect to $x_{k_\ell}$; its order is denoted by $|K| = m$. Consequently, we will represent the coordinates of $M = J^n(X \times U)$ as

$$z = (x_1, \ldots, x_p, u^1, \ldots, u^q, u^1_1, \ldots).$$

Furthermore, the operator $\partial/\partial x_i$ extends to the *total differentiation operator*

$$D_i = \frac{d}{dx_i} = \frac{\partial}{\partial x_i} + \sum_{\alpha=1}^q \sum_K u^\alpha_K \frac{\partial}{\partial u^\alpha_K},$$

where $D_i$ maps $J^n$ into $J^{n+1}$.

A group action of $G$ on $M$ is a map

$$G \times M \to M, \quad (g, z) \mapsto g \cdot z,$$

which satisfies either $g \cdot (h \cdot z) = (gh) \cdot z$, called a *left action*, or $g \cdot (h \cdot z) = (hg) \cdot z$, called a *right action*. To ease exposition, we will denote at times $g \cdot z$ as $\tilde{z}$.

Suppose that $G$ is a Lie group acting smoothly on $M$ and that its action is free and regular in some domain $\mathcal{U} \subset M$. This implies that:

- the group orbits all have the same dimension and foliate $\mathcal{U}$;
- the existence of a surface $\mathcal{K}$ that intersects these orbits transversally, and for which the intersection with a given group orbit is a single point. This surface $\mathcal{K}$ is known as *cross section*; and
- if $\mathcal{O}(z)$ is an orbit through $z$, then the element $h \in G$ which maps $z$ to $\{c\} = \mathcal{O}(z) \cap \mathcal{K}$ is unique.

Under these conditions we can define an equivariant map $\rho : \mathcal{U} \to M$ as the map that sends an element $z \in \mathcal{U}$ to the unique element $\rho(z) \in G$ which satisfies

$$\rho(z) \cdot z = c.$$ 

The map $\rho$ is called the *right moving frame* relative to the cross section $\mathcal{K}$.
To obtain the right moving frame, in a first instance, we define the cross section \( K \) as the locus of the set of equations \( \psi_i(z) = 0 \), for \( i = 1, \ldots, r \), where \( r \) is the dimension of \( G \). Then solving the set of equations, known as the normalization equations,

\[
\psi_i(\tilde{z}) = \psi_i(g \cdot z) = 0, \quad i = 1, \ldots, r,
\]

for the \( r \) parameters describing \( G \) yields the frame in parametric form.

**Example 1.** Consider the linear SL(2) action on the space \((x, y, u(x, y))\) as follows

\[
\begin{pmatrix} \tilde{x} \\ \tilde{y} \end{pmatrix} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix}, \quad ad - bc = 1, \quad \tilde{u} = u.
\]

(6)

The prolonged actions on \( u_x \) and \( u_y \) are given explicitly by \( g \cdot u_x = \tilde{u}_x = \tilde{D}_x \tilde{u} \) and \( g \cdot u_y = \tilde{u}_y = \tilde{D}_y \tilde{u} \), respectively.

The transformed total differentiation operators \( \tilde{D}_i \) are defined by

\[
\tilde{D}_i = \frac{d}{d\tilde{x}_i} = \sum_{k=1}^{p} ((d\tilde{x}/dx)^{-T})_{ik} D_k,
\]

(7)

where \( d\tilde{x}/dx \) is the Jacobian matrix. So,

\[
\tilde{u}_x = du_x - cu_y, \quad \tilde{u}_y = -bu_x + au_y.
\]

Taking \( M \) to be the space with coordinates \((x, y, u, u_x, u_y, u_{xx}, u_{xy}, u_{yy}, \ldots)\), then the action is locally free near the identity of SL(2) and regular away from the coordinate plane \( x = 0 \) and the locus of \( xu_x + yu_y = 0 \). In this domain, we may take the normalization equations to be \( \tilde{x} = 1, \tilde{y} = 0 \) and \( \tilde{u}_y = 0 \), and thus obtain

\[
a = \frac{u_x}{xu_x + yu_y}, \quad b = \frac{u_y}{xu_x + yu_y}, \quad \text{and} \quad c = -y,
\]

(8)

as the frame in parametric form.

**Theorem 2.** Let \( \rho \) be a right moving frame, then the quantity \( I(z) = \rho(z) \cdot z \) is an invariant of the group action (see [6]).

If \( z \) is given in coordinates, and the normalization equations are \( \tilde{z}_i = c_i \), for \( i = 1, \ldots, r \), then

\[
\rho(z) \cdot z = (c_1, \ldots, c_r, I(z_{r+1}), \ldots, I(z_n)),
\]

where

\[
I(z_k) = g \cdot z_k |_{g=\rho(z)}, \quad \text{for} \ k = r + 1, \ldots, n.
\]
Thus, we denote the invariantized jet bundle coordinates as

\[ J^k = I(x_k) = \widetilde{x}_k|_{g=\rho(z)}, \quad I^K_\alpha = I(u^K_\alpha) = \widetilde{u}^\alpha_K|_{g=\rho(z)}. \]

These are also known as the *normalized differential invariants*. This follows the notation in [7]. Other notations appearing in the literature are \( \iota(z) \) and \( \bar{\iota}z \).

**Example 1.** (cont.) The normalized differential invariants up to order two are as follows

\[
g \cdot z = (\tilde{x}, \tilde{y}, \tilde{u}, \tilde{u}_x, \tilde{u}_y, \tilde{u}_{xx}, \tilde{u}_{xy}, \tilde{u}_{yy}) |_{g=\rho(z)}
= (J^x, J^y, I^u, I^u_1, I^u_2, I^u_{11}, I^u_{12}, I^u_{22})
= \left(1, 0, u, xu_x + yu_y, 0, x^2u_{xx} + 2xyu_{xy} + y^2u_{yy},
\frac{xu_xu_{xy} - yu_yu_{xy} + yu_xu_{yy} - xu_yu_{xx}}{xu_x + yu_y}, \frac{u^2u_{yy} - 2u_xu_yu_{xy} + u^2u_{xx}}{(xu_x + yu_y)^2}\right).
\]

(9)

The first, second and fifth components correspond to the normalization equations and are known as the *phantom invariants*. We will see that the third and eighth components, \( u = I(u) \) and \( I(u_{yy}) \), respectively, are the generating invariants and one can obtain all the higher-order invariants in terms of them and their invariant derivatives (we refer to [17, Ch. 5] for a discussion of the relevant results that allow such claims to be proved).

### 2.2. Invariant differential operators and differential forms.

The *invariant differential operators* are calculated in a similar way to that of the normalized differential invariants. We obtain them by evaluating the transformed total differentiation operators at the frame, in other words,

\[
\mathcal{D}_i = \mathcal{\widetilde{D}}_i|_{g=\rho(z)},
\]

where \( \mathcal{\widetilde{D}}_i \) are as defined in (7). These invariant differentiation operators map differential invariants to differential invariants.

We know that \( \mathcal{D}_i u^K_\alpha = u^K_\alpha \), but the same is not true for their invariantized counterparts; in general

\[
\mathcal{D}_i I^K_\alpha \neq I^K_\alpha.
\]

To show this we shall first define the notion of infinitesimal of a prolonged group action.
Definition 1. Let $G$ be a group parametrized by $a_1, \ldots, a_r$, where $r = \dim(G)$, in a neighbourhood of the identity element. The infinitesimals of the prolonged group action with respect to these parameters are

\[
\xi^i_j = \left. \frac{\partial \tilde{x}_i}{\partial a_j} \right|_{g=e}, \quad \phi^\alpha_{K,j} = \left. \frac{\partial \tilde{u}_K^\alpha}{\partial a_j} \right|_{g=e}.
\] (10)

Since $\xi^i_j$ and $\phi^\alpha_{K,j}$ are functions of the $x_i$, for $i = 1, \ldots, p$, $u^\alpha$, for $\alpha = 1, \ldots, q$, and $u^\alpha_K$, we can define

\[
\xi^i_j(I) = \xi^i_j(J^i, I^\beta)
\]
and

\[
\phi^\alpha_{K,j}(I) = \phi^\alpha_{K,j}(J^i, I^\beta, I^\alpha_M),
\]
where the arguments have been invariantized.

By definition of $I^K_\alpha$ and $D_i$, from the chain rule we obtain

\[
D_i I^K_\alpha = \tilde{D}_i |_{g=\rho(z)} \tilde{u}_K^\alpha (\rho_1, \ldots, \rho_r, x, u, u_j)
= \sum_{\ell=1}^r \left. \frac{\partial \tilde{u}_K^\alpha}{\partial a_\ell} \right|_{g=\rho(z)} (\tilde{D}_i \rho_\ell) |_{g=\rho(z)} + (\tilde{D}_i \tilde{u}_K^\alpha) |_{g=\rho(z)}.
\] (11)

The second summand in (11) is $I^K_\alpha_{K,i}$ by definition. By [17, Theorem 3.2.27] and by definition of infinitesimal, the first summand becomes

\[
\sum_{\ell=1}^r \phi^\alpha_{K,\ell}(I)(\tilde{D}_i \rho_\ell(\tilde{z})) |_{g=\rho(z)},
\]
where this defines $K_{i\ell} = \tilde{D}_i \rho_\ell(\tilde{z}) |_{g=\rho(z)}$, and $K = (K_{i\ell})$ is known as the correction matrix. Thus,

\[
D_i I^K_\alpha = I^K_\alpha_{Ki} + M^K_\alpha_{Ki}, \quad \text{where } M^K_\alpha_{Ki} = \sum_{\ell=1}^r K_{i\ell} \phi^\alpha_{K,\ell}(I)
\] (12)

are called the correction terms. Similarly, we can obtain the invariant differentiation of the $J^K$

\[
D_i J^K = \delta^K_i + N_{ki}, \quad \text{where } N_{ki} = \sum_{\ell=1}^r K_{i\ell} \xi^K_\ell(I)
\] (13)
and $\delta^K_i$ is the Kronecker delta.

The error terms can be calculated without explicit knowledge of the frame, requiring merely information on the normalization equations and infinitesimals—symbolic software exists which computes these, see [12, 18]. From Equation (12), one can verify that the processes of invariantization and differentiation do not commute. If we consider two generating invariants, $I^K_\alpha$ and $I^K_\beta$, and let $JK = LM$
such that \( I^\alpha_{JK} = I^\alpha_{LM} \), then we obtain the so-called syzygies or differential identities

\[
\mathcal{D}_K I^\alpha_J - \mathcal{D}_M I^\alpha_L = M^\alpha_{JK} - M^\alpha_{LM}.
\]  

(14)

For more information on syzygies, see [17, Ch. 5]. A full discussion of the finite generation of invariant differential algebras and their syzygy modules is given in [13, 14].

**Example 1.** (cont.) The invariant differential operators for this action are

\[
\mathcal{D}_x = x \frac{d}{dx} + y \frac{d}{dy},
\]

(15)

\[
\mathcal{D}_y = -\frac{u_y}{xu_x + yu_y} \frac{d}{dx} + \frac{u_x}{xu_x + yu_y} \frac{d}{dy}.
\]

(16)

It can now be seen that in the list of differential invariants given in Equation (9), that the fourth component is \( \mathcal{D}_x (u) \), the sixth component is \( \mathcal{D}_y \mathcal{D}_x (u) \), and the seventh component is \( \mathcal{D}_y \mathcal{D}_x (u) \). It is not possible, however, to obtain the eighth component, \( I(u_{yy}) \) by invariant differentiation of \( u \), since \( \mathcal{D}_y (u) = 0 \). All other differential invariants of the form \( I(u_K) \) can be obtained from \( u \) and \( I(u_{yy}) \) by invariant differentiation and algebraic operations, and thus these two invariants generate the algebra of invariants.

The syzygy between \( I(u) \) and \( I(u_{yy}) \) is

\[
\mathcal{D}_x (I(u_{yy})) - \mathcal{D}_y^2 \mathcal{D}_x (u) = -4I(u_{yy}) + \frac{1}{\mathcal{D}_x (u)} (I(u_{yy}) \mathcal{D}_x^2 (u) - 2(\mathcal{D}_y \mathcal{D}_x (u))^2).
\]

(17)

**Example 2.** We now extend the previous example by adding an extra, dummy, independent variable \( \tau \), which we declare to be invariant under the group action. In the sequel, we will use differentiation by \( \tau \) to effect the variation, a step which will allow us to use the invariant calculus to achieve our results. As \( \tau \) is a dummy variable, the normalization equations will never contain \( \tau \) derivatives. The new generating invariants will therefore be first order in \( \tau \), and there will be new syzygies. Set \( u = u(x, y, \tau) \). Let \( g \in \text{SL}(2) \) act on \((x, y, u(x, y, \tau))\) as in Example 1 and set \( \tilde{\tau} = \tau \). Taking the normalization equations as before, we obtain

\[
\tilde{u}_\tau|_{g=\rho(z)} = I^u_3 = u_\tau, \\
\tilde{u}_{xx}|_{g=\rho(z)} = I^u_{11} = x^2 u_{xx} + 2xy u_{xy} + y^2 u_{yy}, \\
\tilde{u}_{xy}|_{g=\rho(z)} = I^u_{12} = \frac{xu_x u_{xy} - yu_y u_{xy} + yu_x u_{yy} - xu_y u_{xx}}{xu_x + yu_y}, \\
\tilde{u}_{yy}|_{g=\rho(z)} = I^u_{22} = \frac{u^2_x u_{yy} - 2u_x u_y u_{xy} + u^2_y u_{xx}}{(xu_x + yu_y)^2}.
\]
From Figure 1, we can see that there are two ways to reach $I_{113}^u$ and since these must yield the same result, we get the following syzygy between $I_3^u$ and $I_{11}^u$:

$$\mathcal{D}_x I_{11}^u = \mathcal{D}_x^2 I_3^u - \mathcal{D}_x I_3^u.$$  

(18)

Similarly, there are two possibilities to obtain $I_{223}^u$, which give rise to the following syzygy between $I_3^u$ and $I_{22}^u$:

$$\mathcal{D}_x I_{22}^u = \mathcal{D}_y^2 I_3^u - \frac{2I_{12}^u}{I_1^u} \mathcal{D}_y I_3^u + \frac{I_{22}^u}{I_1^u} \mathcal{D}_x I_3^u.$$  

(19)

Finally, there are several ways in which to reach $I_{123}^u$; there are two syzygies between $I_3^u$ and $I_{12}^u$, which are as follows:

$$\mathcal{D}_x I_{12}^u = \mathcal{D}_y \mathcal{D}_x I_3^u - \left( \frac{I_{11}^u}{I_1^u} + 1 \right) \mathcal{D}_y I_3^u,$$

(20)

$$\mathcal{D}_x I_{12}^u = \mathcal{D}_x \mathcal{D}_y I_3^u + \left( 1 - \frac{I_{11}^u}{I_1^u} \right) \mathcal{D}_y I_3^u + \frac{I_{12}^u}{I_1^u} \mathcal{D}_x I_3^u.$$  

(21)

From Equations (20) and (21) in Example 2, one can verify that the invariant operators $\mathcal{D}_x$ and $\mathcal{D}_y$ do not commute. In general, the invariant total differentiation operators do not commute. In [7], Fels and Olver gave a formula for the commutators of these invariant operators, which only relies on the correction matrix $K$ and the infinitesimals of the group action. Denote the invariantized derivatives of the infinitesimals $\xi_{\ell_i}^k$, for $k = 1, \ldots, p$ and $\ell = 1, \ldots, r$, by

$$\Xi_{\ell_i}^k = \overline{D}_i \xi_{\ell_i}^k (\tilde{z}) |_{g = \rho(z)}.$$
Then the commutators are given by

\[ [\mathcal{D}_i, \mathcal{D}_j] = \sum_k \mathcal{A}^k_{ij} \mathcal{D}_k, \quad \mathcal{A}^k_{ij} = \sum_{\ell=1}^r K_{j\ell} \xi^k_{\ell i} - K_{i\ell} \xi^k_{\ell j}. \] (22)

Invariant volume forms are obtained by taking the wedge product of invariant zero and one-forms. We define the latter next, and their behaviour under the invariant Lie derivative operators.

**Definition 2.** The invariant one-forms obtained via the moving frame are denoted as

\[ I(dx_i) = d\tilde{x}_i \bigg|_{g=\rho(z)} = \left( \sum_{j=1}^p D_j(\tilde{x}_i) \, dx_j \right) \bigg|_{g=\rho(z)}. \] (23)

These are known in the literature as contact-invariant horizontal one-forms [22].

As for differential invariants, the invariant total differentiation operators send invariant differential forms to invariant differential forms.

By definition,

\[ \mathcal{D}_i = \sum_{\ell=1}^p (\mathcal{J}^{-T})_{i\ell} \mathcal{D}_\ell, \quad \text{where } \mathcal{J} = \frac{d\tilde{x}}{dx} \bigg|_{g=\rho(z)}. \]

Let \( \mathbf{V}_i = ((\mathcal{J}^{-T})_{i1}, \ldots, (\mathcal{J}^{-T})_{ip}) \) and \( \mathbf{D} = (\mathcal{D}_1, \ldots, \mathcal{D}_p)^T \), so \( \mathcal{D}_i = \mathbf{V}_i \cdot \mathbf{D} \).

Consider the invariant total differentiation \( \mathcal{D}_i \) of a form \( \omega \), denoted as \( \mathcal{D}_i(\omega) \), to be the Lie derivative

\[ \mathcal{D}_i(\omega) = d(\mathbf{V}_i \cdot \mathbf{D} \downarrow \omega) + \mathbf{V}_i \cdot \mathbf{D} \downarrow (d\omega), \] (24)

where \( d \) is the usual exterior derivative, and \( \downarrow \) is the interior product of a vector field with a form. In fact if \( \omega = I(dx_j) \), then (24) simplifies to

\[ \mathcal{D}_i(I(dx_j)) = \mathbf{V}_i \cdot \mathbf{D} \downarrow (d \ I(dx_j)), \] (25)

by the following lemma.

**Lemma 1.** Let \( \mathcal{D}_i = \mathbf{V}_i \cdot \mathbf{D} \) be the invariant differential operator. Then

\[ \mathbf{V}_i \cdot \mathbf{D} \downarrow I(dx_j) = \delta_{ij}, \] (26)

where \( \delta_{ij} \) is the Kronecker delta, in other words \( \{I(dx_1), \ldots, I(dx_p)\} \) forms a basis to the dual space of \( TM|_{\tilde{x}} \), whose basis is \( \{\mathcal{D}_1, \ldots, \mathcal{D}_p\} \).
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Proof. Let $\mathcal{J}$ denote the Jacobian matrix $d\mathbf{x}/dx|_{g=\rho(z)}$. Then

$$V_i \cdot D \downarrow I(dx_j) = ((\mathcal{J}^{-T})_{i1}, \ldots, (\mathcal{J}^{-T})_{ip}) \cdot D \downarrow \left( \sum_{\ell=1}^{p} (\mathcal{J})_{j\ell}dx_\ell \right)$$

$$= ((\mathcal{J}^{-1})_{i1}, \ldots, (\mathcal{J}^{-1})_{pi}) \cdot D \downarrow \left( \sum_{\ell=1}^{p} (\mathcal{J})_{j\ell}dx_\ell \right)$$

$$= (\mathcal{J}^{-1})_{i1}(\mathcal{J})_{j1} + \cdots + (\mathcal{J}^{-1})_{pi}(\mathcal{J})_{jp}$$

$$= \delta_{ij}.
$$

It is possible to calculate the Lie derivative of the $I(dx_j)$ with respect to the $\mathcal{D}_i$ knowing only the infinitesimals and the normalization equations, that is, without explicit knowledge of the frame. The following theorem shows exactly this.

**Theorem 3.** Let $g \in G$ act on $x \in X$ and let $f$ be a function on $M$, and denote the set of invariant total differentiation operators by $\{\mathcal{D}_i\}$, and the set of invariant one-forms, $\{I(dx_j)\}$. Then setting

$$\mathcal{D}_i(I(dx_j)) = \sum_{k=1}^{p} \mathcal{B}^k_{ij} I(dx_k) \tag{27}$$

we have

$$\mathcal{B}^j_{ki} = \mathcal{A}^i_{jk},$$

where the $\mathcal{A}^i_{jk}$ are the coefficients in the commutator

$$[\mathcal{D}_j, \mathcal{D}_k](f) = \sum_{i=1}^{p} \mathcal{A}^i_{jk} \mathcal{D}_i(f)$$

given explicitly in (22).

**Proof.** We first prove that for any function $f$ on $M$,

$$df = \sum_{i=1}^{p} \mathcal{D}_i(f) I(dx_i).$$

Let $dx = (dx_1, \ldots, dx_p)^T$ and $D = (D_1, \ldots, D_p)^T$; further, set

$$I(dx) = (I(dx_1), \ldots, I(dx_p))^T$$

and $\mathcal{D} = (\mathcal{D}_1, \ldots, \mathcal{D}_p)^T$. We know that $I(dx) = \mathcal{J}dx$, where $\mathcal{J}$ is the Jacobian matrix $d\mathbf{x}/dx|_{g=\rho(z)}$, so that $dx = \mathcal{J}^{-1}I(dx)$, $\mathcal{D} = \mathcal{J}^{-T}D$ and $D = \mathcal{J}^T\mathcal{D}$, then
\[
d f = \sum_{n=1}^{p} \frac{df}{dx_n} dx_n
\]
\[
= \sum_{n=1}^{p} \left[ \sum_{m=1}^{p} (J^T)_{nm} D_m(f) \left( \sum_{i=1}^{p} (J^{-1})_{ni} I(dx_i) \right) \right]
\]
\[
= \sum_{i=1}^{p} \sum_{m=1}^{p} \sum_{n=1}^{p} (J)_{mn} (J^{-1})_{ni} D_m(f) I(dx_i)
\]
\[
= \sum_{i=1}^{p} \sum_{m=1}^{p} \delta_{mi} D_m(f) I(dx_i)
\]
\[
= \sum_{i=1}^{p} D_i(f) I(dx_i).
\]

Next, since \(d^2 \equiv 0\), we have
\[
0 = d^2 f = d \left( \sum_{i=1}^{p} D_i(f) I(dx_i) \right) = \sum_{i=1}^{p} [d(D_i(f)) \wedge I(dx_i) + D_i(f) d(I(dx_i))].
\]

Let \(D_k = V_k \cdot D\). From \(V_k \cdot D \perp d^2 f = 0\), it follows that
\[
0 = \sum_{i=1}^{p} \left[ (V_k \cdot D \perp d) (D_i(f)) I(dx_i) - d(D_i(f)) (V_k \cdot D \perp I(dx_i)) \\
+ D_i(f) (V_k \cdot D \perp d) (I(dx_i)) \right]
\]
\[
= \sum_{i=1}^{p} \left[ D_k(D_i(f)) I(dx_i) - \delta_{ki} d(D_i(f)) + D_i(f) D_k(I(dx_i)) \right]
\]
\[
= \sum_{i=1}^{p} \left[ D_k(D_i(f)) I(dx_i) + D_i(f) \sum_{m=1}^{p} b_{ki}^m I(dx_m) \right] - d(D_k(f)),
\]

where we have used the properties of the interior product in the first line, the equality (25) in the second line, and the definition of \(b_{ij}^k\), (27), in the third line. Note this proves that \(D_i(I(dx_j))\) is linear in the \(I(dx_\ell)\).

Finally, we have further that \(V_j \cdot D \perp (V_k \cdot D \perp d^2 f) = 0\), and thus
\[
0 = \sum_{i=1}^{p} \left[ D_k(D_i(f)) \delta_{ij} + D_i(f) b_{ki}^m \delta_{mj} \right] - (V_j \cdot D \perp d) D_k(f)
\]
\[
= D_k(D_j(f)) - D_j(D_k(f)) + \sum_{i=1}^{p} D_i(f) b_{ij}^j
\]
\[
= [D_k, D_j](f) + \sum_{i=1}^{p} D_i(f) b_{ki}^j,
\]
where we have used the properties of the interior product in the first line and the equality (25) in the second line. Rewriting the above we obtain

$$[\mathcal{D}_j, \mathcal{D}_k](f) = \sum_{i=1}^{p} \mathcal{D}_i(f) B^i_{kj}.$$  

Since $$[\mathcal{D}_j, \mathcal{D}_k](f) = \sum_{i=1}^{p} A^i_{jk} \mathcal{D}_i(f),$$ where $$A^i_{jk}$$ is defined in Equation (22), this implies that

$$A^i_{jk} = B^i_{kj},$$

as required. \(\square\)

**Example 3.** Recall in Example 2 we introduced an invariant dummy independent variable, \(\tau\), which will be used in the sequel to effect the variation. Let \(g \in \text{SL}(2)\) act on \((x, y, \tau)\) as in Example 2. Then the Lie derivatives of \(I(dx_j)\) with respect to \(\mathcal{D}_i\) are as shown in Table 2.

<table>
<thead>
<tr>
<th>Lie derivative</th>
<th>(I(dx))</th>
<th>(I(dy))</th>
<th>(I(d\tau))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mathcal{D}_x)</td>
<td>(\frac{I^u_2}{I^u_1} I(dy))</td>
<td>2(I(dy))</td>
<td>0</td>
</tr>
<tr>
<td>(\mathcal{D}_y)</td>
<td>(-\frac{I^u_1}{I^u_1} I(dx) - \frac{I^u_3}{I^u_1} I(d\tau))</td>
<td>(-2I(dx))</td>
<td>0</td>
</tr>
<tr>
<td>(\mathcal{D}_\tau)</td>
<td>(\frac{I^u_3}{I^u_1} I(dy))</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note that in Example 3, the Lie derivatives \(\mathcal{D}_i\) of \(I(d\tau)\) are all equal to zero. This is no coincidence as is shown in the following lemma.

**Lemma 2.** Let \(g \in G\) act on the set of independent variables \(\{x_i\}\), for \(i = 1, \ldots, p + 1\). If \(g \cdot x_{p+1} = x_{p+1}\), then

$$\mathcal{D}_i(I(dx_{p+1})) = 0,$$

for all \(i = 1, \ldots, p + 1\).

**Proof.** The Lie derivative of a form can be written as

$$\mathcal{D}_i(I(dx_{p+1})) = \sum_{\ell=1}^{p+1} B^\ell_{i,p+1} I(dx_\ell).$$
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According to Theorem 3, the coefficients $B_{i,p+1}^\ell$ are equal to

$$A_{\ell i}^{p+1} = \sum_{n=1}^{r} K_{n\ell} \Xi_{n\ell}^{p+1} - K_{\ell n} \Xi_{nl}^{p+1}.$$ 

Since $x_{p+1}$ is invariant, $\xi_{p+1}^{\ell}=0$, and therefore, $\Xi_{n\ell}^{p+1} = \Xi_{n i}^{p+1} = 0$. Thus, for $\ell = 1, \ldots , p+1$,

$$B_{i,p+1}^\ell I(dx_\ell) = 0. \quad \Box$$

As we are interested in calculating the invariantized Euler–Lagrange equations and its associated conservation laws for variational problems whose independent variables are not invariant, it will at times be necessary to apply recursively the commutators $[D_{p+1}, D_i] = \sum_{k=1}^{p+1} A_{p+1,i}^k D_k$, for $i = 1, \ldots , p$, where $x_{p+1}$ is a dummy invariant independent variable and $A_{p+1,i}^k$ are as defined in (22). The next lemma provides a formula for the commutators $[D_{p+1}, D_K]$, where $K$ is a multi-index of differentiation with respect to $x_i$, for $i = 1, \ldots , p$.

**Lemma 3.** Let $g \in G$ act on the set of independent variables $\{x_i\}$, for $i = 1, \ldots , p+1$. If $g \cdot x_{p+1} = x_{p+1}$ and $\omega$ is some differential form on $M$, then

$$D_{p+1} D_K(\omega) = \left( D_K D_{p+1} + \sum_{\ell=1}^{m} \sum_{n=1}^{p} D_{K_\ell}(A_{p+1,k_\ell}^n D_n) D_{K\setminus(K_\ell,k_\ell)} \right)(\omega), \quad (28)$$

where $K = (k_1, \ldots , k_m)$ is a multi-index of differentiation with respect to $x_i$, for $i = 1, \ldots , p$, of order $m$ and, $K_\ell$ and $K\setminus(K_\ell, k_\ell)$ are tuples of differentiation of the following form

$$K_\ell = (k_1, \ldots , k_{\ell-1}), \quad \text{with } K_1 = (0), \quad \text{and } K\setminus(K_\ell, k_\ell) = (k_{\ell+1}, \ldots , k_m).$$

**Proof.** To obtain (28), we use the equation for the commutators (22) recursively as follows,

$$D_{p+1} D_K(\omega) = \left( D_{k_1} D_{p+1} + \sum_{n=1}^{p+1} A_{p+1,k_1}^n D_n \right) D_{k_2} \ldots D_{k_m}(\omega)$$

$$= D_{k_1} \left( D_{k_2} D_{p+1} + \sum_{n=1}^{p+1} A_{p+1,k_2}^n D_n \right) D_{k_3} \ldots D_{k_m}(\omega)$$

$$+ \sum_{n=1}^{p+1} A_{p+1,k_1}^n D_n D_{k_2} \ldots D_{k_m}(\omega).$$
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\[= D_{k_1} D_{k_2} D_{p+1} D_{k_3} \ldots D_{k_m}(\omega)\]
\[+ \sum_{\ell=1}^{2} \sum_{n=1}^{p+1} D_{k_\ell}(A^n_{p+1, k_\ell} D_n) D_{K_\ell}(K_{\ell, k_\ell})(\omega),\]  
(29)

and so on. Note that as \( \tilde{x}^{p+1} = x_{p+1} \), then \( \xi^{p+1}_j = 0 \), for all \( j = 1, \ldots, r \), and therefore, from (22) we have that \( A^{p+1}_{p+1, k_\ell} = 0 \) for all \( \ell \). After applying the commutators (22) recursively and setting \( A^{p+1}_{p+1, k_\ell} \) to zero for all \( \ell \), (29) becomes

\[D_K D_{p+1}(\omega) = D_K D_{p+1}(\omega) + \sum_{\ell=1}^{m} \sum_{n=1}^{p} D_{k_\ell}(A^n_{p+1, k_\ell} D_n) D_{K_\ell}(K_{\ell, k_\ell})(\omega).\]

2.3. Invariant calculus of variations. Consider Lagrangians \( \tilde{L} \) to be smooth functions of \( x, u \) and finitely many derivatives of \( u^\alpha \) and denote the related functional as \( \tilde{L}[u] = \int \tilde{L}[u] d^p x \), where \( d^p x = dx_1 \ldots dx_p \). Moreover, assume these to be invariant under some group action and let the \( \kappa_j \), for \( j = 1, \ldots, N \), denote the generating differential invariants of that group action; in [14] Hubert and Kogan prove that there exists a finite number of generating invariants. We can then rewrite \( \tilde{L}[u] \) as \( \mathcal{L}[\kappa] = \int L[\kappa] I(d^p x) \), where \( I(d^p x) = I(dx_1) \ldots I(dx_p) \) is the invariant volume form obtained via the moving frame.

Kogan and Olver in [16] obtained formulae for the invariantized Euler–Lagrange equations through the construction of a variational bicomplex; we arrive at these using calculations that are similar to those employed to obtain the Euler–Lagrange equations in the original variables \( (x, u) \).

Recall that if \( x \mapsto (x, u(x)) \) extremizes the functional \( \tilde{L}[u] \), then a small perturbation of \( u \) yields

\[0 = \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} \tilde{L}[u + \varepsilon v] = \int \sum_{\alpha=1}^{q} \left[ E^\alpha(\tilde{L}) v^\alpha + \sum_{i=1}^{p} \frac{d}{dx_i} \left( \frac{\partial}{\partial u_i^\alpha} v^\alpha + \cdots \right) \right] d^p x \]
after differentiation under the integral sign and integration by parts, where

\[E^\alpha = \sum_{K} (-1)^m \frac{d^m}{dx_{k_1} \ldots dx_{k_m}} \frac{\partial}{\partial u_{k}^\alpha}\]
is the Euler operator with respect to the dependent variables \( u^\alpha \) and \( K = (k_1, \ldots, k_m) \).
To obtain the invariantized analogue of \( \frac{d}{d\varepsilon}|_{\varepsilon=0} \mathcal{L}[u + \varepsilon v] \), we must first introduce a dummy invariant independent variable \( x_{p+1} \), where \( p \) is the number of independent variables.

The introduction of this new independent variable results in \( q \) new invariants
\[
I_{p+1}^\alpha = g \cdot \frac{\partial u^\alpha}{\partial x_{p+1}|_{g=\rho(z)}}
\]
and a set of syzygies \( \mathcal{D}_{p+1} \kappa = \mathcal{H} I (u_{p+1}) \), that is
\[
\mathcal{D}_{p+1} \begin{pmatrix} \kappa_1 \\ \vdots \\ \kappa_N \end{pmatrix} = \mathcal{H} \begin{pmatrix} I_{p+1}^1 \\ \vdots \\ I_{p+1}^q \end{pmatrix},
\]
where \( \mathcal{H} \) is an \( N \times q \) matrix of operators depending only on the \( \mathcal{D}_i \), for \( i = 1, \ldots, p \), the \( \kappa_j \), for \( j = 1, \ldots, N \), and their invariant derivatives. Since the independent variables are not necessarily invariant, the operators \( \mathcal{D}_i \), for \( i = 1, \ldots, p \), and \( \mathcal{D}_{p+1} \) do not commute in general.

We know that, symbolically,
\[
\frac{d}{d\varepsilon}|_{\varepsilon=0} \mathcal{L}[u + \varepsilon v] = \frac{d}{dx_{p+1}|_{u_{p+1}=v}} \mathcal{L}[u].
\]

Proceeding as for the calculation of the Euler–Lagrange equations in the original variables, we obtain the following, after differentiating under the integral sign and performing integration by parts,
\[
0 = \mathcal{D}_{p+1} \int L[\kappa] I (d^p x)
\]
\[
= \int \left[ \sum_{j,K} \frac{\partial L}{\partial \mathcal{D}_K \kappa_j} \mathcal{D}_{p+1} \mathcal{D}_K \kappa_j I (d^p x) + L \mathcal{D}_{p+1} (I (d^p x)) \right]
\]
\[
= \int \left[ \sum_{j,K} \frac{\partial L}{\partial \mathcal{D}_K \kappa_j} \left( \mathcal{D}_K \mathcal{D}_{p+1} + \sum_{\ell=1}^m \sum_{i=1}^p \mathcal{D}_{K_\ell} (A_{p+1,k_\ell} D_i) D_{\mathcal{K}\backslash (K_\ell,k_\ell)} \right) (\kappa_j I (d^p x)) 
\]
\[
+ L \mathcal{D}_{p+1} (I (d^p x)) \right]
\]
\[
= \int \left[ \sum_{j,K} \left( -1 \right)^m \mathcal{D}_K \left( \frac{\partial L}{\partial \mathcal{D}_K \kappa_j} I (d^p x) \right) \mathcal{D}_{p+1} \kappa_j 
\]
\[
+ \frac{\partial L}{\partial \mathcal{D}_K \kappa_j} \sum_{\ell=1}^m \sum_{i=1}^p \mathcal{D}_{K_\ell} (A_{p+1,k_\ell} D_i) D_{\mathcal{K}\backslash (K_\ell,k_\ell)} (\kappa_j I (d^p x)) 
\]
\[
+ L \sum_{j=1}^p I (dx_j) \ldots \mathcal{D}_{p+1} I (dx_j) \ldots I (dx_p) \right] + \text{B.T.'s},
\]
(31)
where B.T.’s stands for boundary terms, \( m \) is the order of the multi-index of differentiation \( K \), and \( K_\ell \) and \( K \setminus (K_\ell, k_\ell) \) correspond to the tuples defined in Lemma 3. Note that we have used Lemma 3 in (31).

Next, we substitute the underlined \( \mathcal{D}_{p+1,k_j} \) by (30) and use Theorem 3 to differentiate the invariant one-forms, which yields

\[
0 = \int \left[ \sum_{j, K} \left( \sum_{\alpha} \left( (-1)^m \mathcal{D}_K \left( \frac{\partial L}{\partial \mathcal{D}_K I_j} I_p \right) \mathcal{H}_{j, \alpha} I_{p+1}^\alpha \right) \right) \right. \\
+ \frac{\partial L}{\partial \mathcal{D}_K} \sum_{\ell=1}^m \sum_{i=1}^p \mathcal{D}_K (A_{p+1, k_\ell} \mathcal{D}_i) \mathcal{D}_{K \setminus (k_\ell)} I (d^p x) \\
+ \left. L \sum_{j=1}^p B_{p+1,j}^j I (d^p x) \right] + \text{B.T.’s.} \tag{32}
\]

Note that the terms \( A_{p+1, k_\ell} \), \( \mathcal{D}_K (A_{p+1, k_\ell}) \), and \( B_{p+1,j} \) involve sums of terms which include \( I_{K, p+1}^\alpha \). Unless \(|K| = 0\), then one needs to substitute the \( I_{K, p+1}^\alpha \), by their respective differential formulae \( \mathcal{D}_K I_{p+1}^\alpha - M_{p+1,K}^\alpha \), where \( M_{p+1,K}^\alpha \) are the error terms obtained by applying \( \mathcal{D}_K \) to \( I_{p+1}^\alpha \). Note that if the \( M_{p+1,K}^\alpha \) involve terms of the form \( I_{j, p+1}^\alpha \), then these must also be substituted by their respective differential formulae. Performing a second set of integration by parts to (32) yields

\[
0 = \int \left( \sum_{\alpha} \mathcal{E}^\alpha (L) I_{p+1}^\alpha I (d^p x) + \sum_{i=1}^p \mathcal{D}_i \left( \sum_{j=1}^{p+1} F_{ij} I (dx_1) \ldots \widehat{I (dx_j)} \ldots I (dx_{p+1}) \right) \right), \tag{33}
\]

where \( \mathcal{E}^\alpha (L) \) are the invariantized Euler–Lagrange equations as defined in (4), \( F_{ij} \) depend on \( I_{K, p+1}^\alpha \) and \( I_j^\alpha \) with \( K \) and \( J \) multi-indices of differentiation with respect to \( x_i \), for \( i = 1, \ldots, p \), and

\[
I (dx_1) \ldots \widehat{I (dx_j)} \ldots I (dx_{p+1}) = I (dx_1) \ldots I (dx_{j-1}) I (dx_{j+1}) \ldots I (dx_{p+1}).
\]

Note that after the second set of integration by parts has been performed in (32), all \( p \)-forms involving \( I (dx_{p+1}) \), which sit outside the boundary terms, have been discarded as there is no integration along \( x_{p+1} \). In the next theorem, we will show that the boundary terms of (33) do not contain any \((p - 1)\)-forms involving \( I (dx_{p+1}) \), and therefore as they crop up in the calculation we can simply just discard them. Furthermore, an important point of the next theorem is to show that the resulting boundary terms are linear in \( I_{K, p+1}^\alpha \).

**Theorem 4.** The process of calculating the invariantized Euler–Lagrange equations produces boundary terms that can be written as
\[
\int \sum_{i=1}^{p} d \left( (-1)^{i-1} \left( \sum_{K, \alpha} I_{K, p+1}^{\alpha} C_{K, i}^{\alpha} \right) I(dx_1) \ldots \widehat{I(dx_i)} \ldots I(dx_p) \right),
\] (34)

where
\[
I(dx_1) \ldots \widehat{I(dx_i)} \ldots I(dx_p) = I(dx_1) \ldots I(dx_{i-1}) I(dx_{i+1}) \ldots I(dx_p),
\]

K is a multi-index of differentiation with respect to \(x_i\), for \(i = 1, \ldots, p\), and \(C_{K, i}^{\alpha}\) are functions of \(I_j^{\alpha}\), with I a multi-index of differentiation with respect to \(x_i\).

**Proof.** Consider the boundary terms in (33)
\[
\int \sum_{i=1}^{p} \mathcal{D}_i \left( \sum_{j=1}^{p+1} F_{ij} I(dx_1) \ldots \widehat{I(dx_j)} \ldots I(dx_{p+1}) \right). \quad (35)
\]

Since \(\mathcal{D}_i\) is a derivation, we obtain
\[
\mathcal{D}_i \left( \sum_{j=1}^{p+1} F_{ij} I(dx_1) \ldots \widehat{I(dx_j)} \ldots I(dx_{p+1}) \right)
= \sum_{j=1}^{p+1} \left( \mathcal{D}_i(F_{ij}) I(dx_1) \ldots \widehat{I(dx_j)} \ldots I(dx_{p+1}) \right)
+ F_{ij} \mathcal{D}_i(I(dx_1) \ldots \widehat{I(dx_j)} \ldots I(dx_{p+1}))). \quad (36)
\]

For \(j = 1, \ldots, p+1\), \(\mathcal{D}_i((I(dx_1) \ldots \widehat{I(dx_j)} \ldots I(dx_{p+1}))\) in (36) can be written as
\[
\mathcal{D}_i(I(dx_1)) \ldots \widehat{I(dx_j)} \ldots I(dx_{p+1}) \ldots + I(dx_1) \ldots \widehat{I(dx_j)} \ldots \mathcal{D}_i(I(dx_{p+1})). \quad (37)
\]

For \(j = 1, \ldots, p\), the last term in (37) is zero by Lemma 2, also all remaining terms in (37) disappear as they all possess a \(I(dx_{p+1})\) form and there is no integration along \(x_{p+1}\).

Furthermore, for \(j = 1, \ldots, p\), the terms \(\mathcal{D}_i(F_{ij}) I(dx_1) \ldots \widehat{I(dx_j)} \ldots I(dx_{p+1})\) in (36) disappear as there is no integration along \(x_{p+1}\). Hence, (36) reduces to
\[
\mathcal{D}_i(F_{i,p+1}) I(d^p x) + F_{i,p+1} \mathcal{D}_i(I(d^p x))
= \mathcal{D}_i(F_{i,p+1}) I(d^p x))
= d(\mathbf{V}_i \cdot \mathbf{D} \upharpoonright F_{i,p+1} I(d^p x)) + \mathbf{V}_i \cdot \mathbf{D} \upharpoonright d(F_{i,p+1} I(d^p x)), \quad (38)
\]
where \( \mathcal{D}_i = \mathbf{V}_i \cdot \mathbf{D} \). The invariant volume form, \( I(d^p x) \), can be written as \( |\mathcal{J}| d^p x \), where as before \( \mathcal{J} = d\tilde{x}/dx\big|_{g=\rho(z)} \), and therefore (38) becomes

\[
d((-1)^{i-1} F_{i,p+1} I(dx_1) \ldots \tilde{I}(dx_i) \ldots I(dx_p)) + \mathbf{V}_i \cdot \mathbf{D} \frac{\partial (F_{i,p+1} |\mathcal{J}|)}{\partial x_{p+1}} dx_{p+1} d^p x.
\]

Note that to simplify the first term of (38) we have used the result of Lemma 1. Since \( \mathcal{D}_i = \mathbf{V}_i \cdot \mathbf{D} \) does not involve any \( D_{p+1} \), we will be left in the second summand with a form involving \( dx_{p+1} \) and as there is no integration along \( x_{p+1} \) we obtain

\[
d((-1)^{i-1} F_{i,p+1} I(dx_1) \ldots \tilde{I}(dx_i) \ldots I(dx_p)). \quad (39)
\]

From Theorem 3, we know that \( \mathcal{B}^k_{ij} = \mathcal{A}_i^j \), which is equal to

\[
\sum_{\ell=1}^r K_{\ell} E^i_{\ell} - K_{\ell} E^i_{\ell}.
\]

Since some of the terms in \( F_{i,p+1} \) are products of the form \( I_{K,p+1}^\alpha I_{\beta}^\beta \mathcal{B}^k_{ij} \), where \( k \neq p + 1 \), and the \( \mathcal{B}^k_{ij} \) in these products never involve invariants of the form \( I_{M,i}^\alpha \), the \( F_{i,p+1} \) are linear combinations of the \( I_{K,p+1}^\alpha \).

Thus, the boundary terms (35) simplify to

\[
\int \sum_{i=1}^p d((-1)^{i-1} F_{i,p+1} I(dx_1) \ldots \tilde{I}(dx_i) \ldots I(dx_p))
\]

\[
= \int \sum_{i=1}^p d\left((-1)^{i-1} \left( \sum_{K,\alpha} I_{K,i}^\alpha C_{K,i}^\alpha \right) I(dx_1) \ldots \tilde{I}(dx_i) \ldots I(dx_p) \right), \quad (40)
\]

where \( C_{K,i}^\alpha \) are coefficients of the \( I_{K,p+1}^\alpha \).

\[ \square \]

**Example 4.** Consider the variational problem \( \iint u(u_{xx} + u_{yy} - u_{xy}^2) \, dx \, dy \), which is invariant under the action presented in Example 1. Finding the Euler–Lagrange equation in the original variables for this particular variational problem is a simple task and in this case, the invariantized version of the calculation of the Euler–Lagrange equation is not simpler, although it does provide a simple check of our theory. On the other hand, the conservation laws contain many terms and using invariants to rewrite them, does reduce them. To find the invariantized Euler–Lagrange equation, introduce a dummy invariant independent variable \( \tau \) and set \( u = u(x, y, \tau) \). The introduction of this new independent variable results in the new invariant \( \tilde{u}_\tau (g=\rho(z)) = I_3^u \) and a set of syzygies, as computed in Example 2. Rewriting the above variational problem in terms of the invariants of the group action yields

\[
\iint I^u (I_{11}^u I_{22}^u - (I_{12}^u)^2) I(dx) I(dy).
\]
In the process of calculating the invariantized Euler–Lagrange equation and its boundary terms, we differentiate under the integral sign and obtain

\[
\mathcal{D}_\tau \int \int I^u (I^u_{11} I^u_{22} - (I^u_{12})^2) I (dx) I (dy) = 
\int \int \left[ (\mathcal{D}_\tau (I^u) (I^u_{11} I^u_{22} - (I^u_{12})^2) + I^u I^u_{12} \mathcal{D}_\tau I^u_{11} + I^u I^u_{11} \mathcal{D}_\tau I^u_{12} 
- 2 I^u I^u_{12} \mathcal{D}_\tau I^u_{12} I^u (dx) I (dy) + I^u (I^u_{11} I^u_{22} - (I^u_{12})^2) \mathcal{D}_\tau (I (dx) I (dy))) \right].
\]

Using Table 2 we find that \(\mathcal{D}_\tau (I (dx) I (dy)) = 0\). Then substituting \(\mathcal{D}_\tau I^u_{11}, \mathcal{D}_\tau I^u_{12},\) and \(\mathcal{D}_\tau I^u_{12}\) by (18), (19), and (20), respectively, and performing integration by parts yields

\[
\int \int 3(I^u_{11} I^u_{22} - (I^u_{12})^2) I^u_3 I (dx) I (dy) 
+ \int \int \left[ \mathcal{D}_x \left( \left( I^u_1 I^u_{22} - I^u_{12} + I^u_1 I^u_{12} - \frac{I^u I^u_{11} I^u_{22}}{I^u_1} \right) I^u_3 
+ I^u_2 I^u_{12} I^u_{13} \right) I (dx) I (dy) \right] 
+ \mathcal{D}_y \left( \left( \frac{I^u_1 I^u_{11} I^u_{12}}{I^u_1} - I^u_1 I^u_{11} \right) I^u_3 - 2 I^u_1 I^u_{12} I^u_{13} + I^u I^u_{11} I^u_{23} \right) I (dx) I (dy) \right], \tag{41}
\]

where all forms involving \(I (d\tau)\) have been discarded as there is no integration along \(\tau\). Thus, we obtain the invariantized Euler–Lagrange equation

\[
E^u(L) = 3(I^u_{11} I^u_{22} - (I^u_{12})^2) = 3(u_{xx} u_{yy} - u_{xy}^2),
\]
as expected, and according to (40), the boundary terms can be written as

\[
\int \int d\left( \left( \left( I^u_1 I^u_{22} - I^u_{12} + I^u_1 I^u_{12} - \frac{I^u I^u_{11} I^u_{22}}{I^u_1} \right) I^u_3 + I^u_2 I^u_{12} I^u_{13} \right) I (dx) 
- \left( \left( \frac{I^u_1 I^u_{11} I^u_{12}}{I^u_1} - I^u_1 I^u_{11} \right) I^u_3 - 2 I^u_1 I^u_{12} I^u_{13} + I^u I^u_{11} I^u_{23} \right) I (dx) \right), \tag{42}
\]

where the summands are linear in the \(I^u_{K3}\) as expected. In Example 7 we will continue this example and obtain the conservation laws.

We note that we have not used the translation invariance of this Lagrangian, and indeed we could have used the equiaffine action to study this problem. This would have led to three normalized derivative terms instead of just the one. However, we would also have had three generating differential invariants and additional syzygies.
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REMARK 1. Note that in Example 4 we could have substituted \( \mathcal{D}_\tau I_{12}^u \) by Equation (21) instead of Equation (20), or we could even have used a combination of the two; in any case, no matter which syzygy is used the seemingly different boundary terms yield equivalent conservation laws.

3. Structure of Noether’s conservation laws

In [8] it was shown that, for invariant Lagrangians that may be parametrized so that the independent variables are each invariant under the group action, Noether’s conservation laws could be written in terms of the differential invariants of the group action and the adjoint representation of a moving frame for the Lie group action. Here we generalize this result to variational problems with independent variables that are not invariant; in this case Noether’s conservation laws have a similar form as the ones presented in [8], but with an extra factor—the matrix representing the group action on the space of \((p-1)\)-forms, where \(p\) is the number of independent variables.

EXAMPLE 5. Consider the \( \text{SL}(2) \) action as in Example 1 and the variational problem of Example 4. Applying Noether’s Theorem to the variational problem and rewriting the three conservation laws in terms of the differential invariants of the group action yields

\[
\begin{align*}
\begin{pmatrix}
\frac{xu_x - yu_y}{xu_x + yu_y} & \frac{yu_x}{xu_x + yu_y} & \frac{ux_y}{xu_x + yu_y} \\
\frac{-2ux_y u_y}{(xu_x + yu_y)^2} & \frac{-2xy}{(xu_x + yu_y)^2} & \frac{-2x}{(xu_x + yu_y)^2} \\
\frac{-x^2}{(xu_x + yu_y)^2} & \frac{-y^2}{(xu_x + yu_y)^2} & \frac{0}{(xu_x + yu_y)^2}
\end{pmatrix}
\begin{pmatrix}
u_1 \\
\nu_2 \\
M_J d^1 \hat{\xi}
\end{pmatrix}
\end{align*}
\]

\[
\begin{pmatrix}
\frac{x}{u_y} & \frac{-y}{u_x} \\
\frac{xu_x + yu_y}{xu_x + yu_y} & \frac{xu_x + yu_y}{xu_x + yu_y}
\end{pmatrix}
\begin{pmatrix}
\frac{dy}{dx} \\
\frac{dx}{dy}
\end{pmatrix}
= 0,
\]

where \( \text{Ad}(\rho)^{-1} \) is the inverse of the Adjoint representation of \( \text{SL}(2) \) with respect to its generating vector fields evaluated at the frame (8), \( \nu_1 \) and \( \nu_2 \) are vectors of invariants, and \( M_J d^1 \hat{\xi} \) is the matrix of first minors of the Jacobian matrix \( J \), as defined in the proof of Lemma 1, evaluated at the frame (8). The quantity \( M_J d^1 \hat{\xi} \)
Moving frames and Noether’s conservation laws—the general case

is in fact invariant, as will be shown in the proof of Theorem 6, Equation (64). Note that each row of (43) corresponds to the conservation law for the invariance with respect to $a$, $b$, and $c$, respectively.

3.1. The group action on the conservation laws. Before we proceed to generalizing the result in [8], we shall look in detail at the group action on the conservation laws, for which we will need the following definitions and identities.

**Definition 3.** The Adjoint action $\text{Ad}$ of $g \in G$ on the vector field $v_j = \sum_{\alpha,i} (\xi_j^i \partial x_i + \phi_j^\alpha \partial u^\alpha)$ is given as follows

$$\text{Ad}_g \left( \sum_{\alpha,i} (\xi_j^i \partial x_i + \phi_j^\alpha \partial u^\alpha) \right) = \sum_{\alpha,i} (\xi_j^i (\tilde{x}, \tilde{u}) \partial \tilde{x}_i + \phi_j^\alpha (\tilde{x}, \tilde{u}) \partial \tilde{u}^\alpha),$$

so that

$$(\text{Ad}_g (\Xi_j) \text{Ad}_g (\Phi_j)) = (\Xi_j (\tilde{x}, \tilde{u}) \Phi_j (\tilde{x}, \tilde{u})) \left( \frac{\partial (\tilde{x}, \tilde{u})}{\partial (x, u)} \right)^{-T}, \quad (44)$$

with $\Xi_j = (\xi_j^1, \ldots, \xi_j^n)$ and $\Phi_j = (\phi_j^1, \ldots, \phi_j^n)$. By [17, Theorem 3.3.10], for all $v_j$ we have that

$$\text{Ad}(g) \left( \Xi(x, u) \Phi(x, u) \right) = (\Xi(\tilde{x}, \tilde{u}) \Phi(\tilde{x}, \tilde{u})) \left( \frac{\partial (\tilde{x}, \tilde{u})}{\partial (x, u)} \right)^{-T}, \quad (45)$$

where $\text{Ad}(g)$ is an $r \times r$ matrix, giving the Adjoint action, depending only on the group parameters, with $r = \text{dim}(G)$.

**Example 6 (Example of the calculation of an adjoint action).** Consider the infinitesimal vector fields

$$x \partial_x - y \partial_y, \quad y \partial_x \quad \text{and} \quad x \partial_y,$$

which generate the linear $\text{SL}(2)$ action. The Adjoint action of $g \in \text{SL}(2)$ on these infinitesimal vector fields is as follows

$$g \cdot (\alpha(x \partial_x - y \partial_y) + \beta y \partial_x + \gamma x \partial_y)$$

$$= \alpha(\tilde{x} \partial_x - \tilde{y} \partial_y) + \beta \tilde{y} \partial_x + \gamma \tilde{x} \partial_y$$

$$= (\alpha \beta \gamma) \begin{pmatrix} ad + bc & 2bd & -2ac \\ cd & d^2 & -c^2 \\ -ab & -b^2 & a^2 \end{pmatrix} \begin{pmatrix} x \partial_x - y \partial_y \\ y \partial_x \\ x \partial_y \end{pmatrix}, \quad (46)$$

where $ad - bc = 1$. 
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For more details on the Adjoint representation of $G$ with respect to the generating vector fields, see Gonçalves and Mansfield [8, 17].

**Lemma 4.** Let $x = (x_1, \ldots, x_p)$ and $u(x) = (u^1(x), \ldots, u^q(x))$. The $q \times p$ matrix $\frac{\partial u}{\partial x}$ can be written as

\[
\frac{\partial u}{\partial x} = \left( \frac{\partial \tilde{u}}{\partial u} - \frac{d\tilde{u}}{dx} \frac{\partial x}{\partial u} \right)^{-1} \left( \frac{d\tilde{u}}{dx} \frac{\partial x}{\partial u} - \frac{\partial \tilde{u}}{\partial x} \right).	ag{47}
\]

**Proof.** We have

\[
\frac{d\tilde{u}}{dx} \frac{\partial \tilde{x}}{dx} = \frac{\partial \tilde{u}}{\partial x}
\]

and

\[
\frac{d\tilde{z}}{dx} = \frac{\partial \tilde{z}}{\partial x} + \frac{\partial \tilde{z}}{\partial u} \frac{\partial u}{\partial x},\text{ where } z = x \text{ or } u.
\]

The result follows from expanding the first equation, and collecting terms in $\frac{\partial u}{\partial x}$.

**Definition 4.** Given the vector field $v_j = \sum_{\alpha,i} \left( \xi^i_j \partial_{x_i} + \phi^\alpha_j \partial_{u^\alpha} \right)$, the column vector $Q_j$ with components

\[
Q^\alpha_j(x, u, u_x) = \phi^\alpha_j(x, u) - \sum_{i=1}^p u^\alpha_i \xi^i_j(x, u), \quad \alpha = 1, \ldots, q,
\]

is referred to as the *characteristic* of the vector field $v_j$.

Letting $g \in G$ act on $Q_j$, we have

\[
Q_j(\tilde{x}, \tilde{u}, \tilde{u}_x) = \left( -\frac{d\tilde{u}}{d\tilde{x}} \right) I_q \left( \frac{\partial \tilde{u}}{\partial u} - \frac{d\tilde{u}}{dx} \frac{\partial x}{\partial u} \right).
\]

Using (44) and (47) this can be written as

\[
Q_j(\tilde{x}, \tilde{u}, \tilde{u}_x) = \left( \frac{\partial \tilde{u}}{\partial u} - \frac{d\tilde{u}}{dx} \frac{\partial x}{\partial u} \right) \left( \text{Ad}_g(\Phi^T_j) - \frac{\partial u}{\partial x} \text{Ad}_g(\Xi^T_j) \right)
\]

\[
= \left( \frac{\partial \tilde{u}}{\partial u} - \frac{d\tilde{u}}{dx} \frac{\partial x}{\partial u} \right) \text{Ad}_g(Q_j), \tag{48}
\]

where this defines

\[
\text{Ad}_g(Q_j) = \text{Ad}_g(\Phi^T_j) - \frac{\partial u}{\partial x} \text{Ad}_g(\Xi^T_j). \tag{49}
\]
The following lemma provides a result on the action of an element $g \in G$ on the $(p - 1)$-forms, which will be needed to determine the action on Noether’s conservation laws.

**Lemma 5.** If

$$(-1)^{k-1}dx_1 \ldots dx_k \ldots dp = \sum_{\ell=1}^{p} (-1)^{\ell-1} Z_{\ell}^k dx_1 \ldots dx_\ell \ldots dx_p$$

defines $Z_{\ell}^k$, then

$$(-1)^{\ell-1}Z_{\ell}^k = \left( \frac{d\tilde{x}}{dx} \right)^{-1}_{\ell k} \det \left( \frac{d\tilde{x}}{dx} \right). \quad (50)$$

The proof of this lemma can be found in Appendix A.

**Theorem 5.** Let $\mathcal{L}[u] = \int_{\Omega} L(x, u, u_\mathcal{K}) \, dx$ be a variational problem, which is invariant under the action of a Lie group symmetry $G$ given by

\[
\begin{align*}
  x & \mapsto g \cdot x = \tilde{x}(x, u), \\
  u & \mapsto g \cdot u = \tilde{u}(x, u), \\
  u_\alpha^\mathcal{K} & \mapsto g \cdot u_\alpha^\mathcal{K} = \tilde{u}_\alpha^\mathcal{K} := \frac{\partial |K| u^\alpha}{\partial \tilde{x}_1 \ldots \partial \tilde{x}_m},
\end{align*}
\]

so that

$$L(x, u, u_\mathcal{K}) = L(\tilde{x}, \tilde{u}, \tilde{u}_\mathcal{K}) \det \left( \frac{d\tilde{x}}{dx} \right).$$

If

$$\sum_{k=1}^{p} (-1)^{k-1} C_k^j (x, u, u_\mathcal{K}, \Xi_j(x, u), \Phi_j(x, u)) \, dx_1 \ldots dx_k \ldots dx_p,$$

for $j = 1, \ldots, r$,

are Noether’s conservation laws, with $\Xi_j = (\xi_1^j, \ldots, \xi_p^j)$ and $\Phi_j = (\phi_1^j, \ldots, \phi_q^j)$ being the infinitesimals as defined in (10), then for all $g \in G$

$$\sum_{k=1}^{p} (-1)^{k-1} C_k^j (\tilde{x}, \tilde{u}, \tilde{u}_\mathcal{K}, \Xi_j(\tilde{x}, \tilde{u}), \Phi_j(\tilde{x}, \tilde{u})) \, d\tilde{x}_1 \ldots d\tilde{x}_k \ldots d\tilde{x}_p$$

$$= \sum_{k=1}^{p} (-1)^{k-1} C_k^j (x, u, u_\mathcal{K}, \text{Ad}_g(\Xi_j^T), \text{Ad}_g(\Phi_j^T)) \, dx_1 \ldots d\tilde{x}_k \ldots dx_p.$$
To simplify the proof of Theorem 5, we shall need the following lemma.

**Lemma 6.** It is sufficient to demonstrate Theorem 5 for a first-order Lagrangian with a Lie group symmetry. That is, any Lagrangian invariant under an action of a Lie group $G$ is equivalent to a first-order Lagrangian that is also invariant under an extended action of $G$.

**Proof.** Any $n$th-order Lagrangian can be written as a first-order Lagrangian by introducing Lagrangian multipliers and a new dependent variable, $v^\alpha_J$ for every derivative of $u^\alpha$ appearing as an argument of $L$. Specifically, define

$$\bar{L} = L(x, u, v^\alpha_J) - \sum_{\alpha, K} \lambda^\alpha_K (u^\alpha_K - v^\alpha_K) - \sum_{\alpha, K, \ell \geq k_{n-1}} \lambda^\alpha_{K\ell} ((v^\alpha_K)_\ell - v^\alpha_{K\ell}),$$

where $J$ and $K$ are ordered multi-indices of differentiation. The multi-index orders of $J$ and $K$, in the first two summands, range, respectively, from 1 to $n$ and from 1 to $n - 1$. The ordered multi-indices $K$ in the third summand are of the form $(k_1, \ldots, k_{n-1})$. Note that $(v^\alpha_K)_\ell = \partial v^\alpha_K / \partial x_\ell \neq v^\alpha_{K\ell}$. The Euler–Lagrange equations for $\bar{L}$ are

$$E^u(\bar{L}) = \left\{ \frac{\partial L}{\partial u^\alpha} + \sum_K (-1)^{|K|+1} D_K(\lambda^\alpha_K) \left| \alpha, 0 < |K| \leq n - 1 \right. \right\},$$

$$E^v(\bar{L}) = \left\{ \frac{\partial L}{\partial v^\alpha_K} + \lambda^\alpha_K \left| \alpha, |K| \neq 0, n - 1 \right. \right\} \cup \left\{ \frac{\partial L}{\partial v^\alpha_{K\ell}} + \lambda^\alpha_K + \sum_{\ell \geq k_{n-1}} D_\ell(\lambda_{K\ell}) \left| \alpha, |K| = n - 1 \right. \right\},$$

$$E^\lambda(\bar{L}) = \{ u^\alpha_K - v^\alpha_K \mid \alpha, 0 < |K| \leq n - 1 \} \cup \{ (v^\alpha_K)_\ell - v^\alpha_{K\ell} \mid \alpha, |K| = n - 1, \ell \}.$$

Eliminating the $v$’s and the $\lambda$’s yields the Euler–Lagrange system for $L$. We now induce an action on the additional dependent variables as follows. Set

$$g \cdot v^\alpha_J = (g \cdot u^\alpha_J)_{|u^\alpha_M = v^\alpha_M, |M| > 0},$$

$$g \cdot \lambda^\alpha_K = \left( \frac{g \cdot u^\alpha_K - g \cdot v^\alpha_K}{u^\alpha_K - v^\alpha_K} \right) \det \left( \frac{d(g \cdot x)}{dx} \right)^{-1} \lambda^\alpha_K,$$

$$g \cdot \lambda^\alpha_{K\ell} = \left( \frac{g \cdot (v^\alpha_K)_\ell - g \cdot v^\alpha_{K\ell}}{(v^\alpha_K)_\ell - v^\alpha_{K\ell}} \right) \det \left( \frac{d(g \cdot x)}{dx} \right)^{-1} \lambda^\alpha_{K\ell},$$

and thus, by construction $\bar{L} d^\rho x$ is invariant. This is indeed a group action: the action on the $v^\alpha_J$ is symbolically that of the action on the derivatives, $u^\alpha_J$, which is
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a right action. Further,
\[
h \cdot (g \cdot \lambda_K^\alpha) = h \cdot \left( \frac{g \cdot u_K^\alpha - g \cdot v_K^\alpha}{u_K^\alpha - v_K^\alpha} \right) \det \left( \frac{d(g \cdot x)}{dx} \right)^{-1} \lambda_K^\alpha
\]
\[
= \left( \frac{gh \cdot u_K^\alpha - gh \cdot v_K^\alpha}{h \cdot u_K^\alpha - h \cdot v_K^\alpha} \right) \det \left( \frac{d(gh \cdot x)}{dx} \right)^{-1} h \cdot \lambda_K^\alpha
\]
\[
= \left( \frac{gh \cdot u_K^\alpha - gh \cdot v_K^\alpha}{u_K^\alpha - v_K^\alpha} \right) \det \left( \frac{d(gh \cdot x)}{dx} \right)^{-1} \lambda_K^\alpha
\]
\[
= gh \cdot \lambda_K^\alpha
\]
by the chain rule and using the fact that the determinant is multiplicative.

The argument for $\lambda_K^\alpha$ is similar. Finally, we note that obtaining Noether’s conservation laws for $\bar{L}$ and eliminating the $v^\alpha J$ and $\lambda^\alpha J$ using the Euler–Lagrange equations $E^v(\bar{L})$ and $E^\lambda(\bar{L})$, yields the conservation laws for $L$.

\[\square\]

**Proof of Theorem 5.** By Lemma 6, it is enough to prove the result for a first-order Lagrangian. A first-order Lagrangian with a Lie symmetry has Noether’s conservation laws in the form
\[
\sum_{k=1}^p \frac{d}{dx_k} C_j^k = 0, \quad \text{for } j = 1, \ldots, r,
\]
where
\[
C_j^k = L(x, u, u_x) \xi_j^k(x, u) + \sum_{\alpha=1}^q Q_j^\alpha(x, u, u_x) \frac{\partial L}{\partial u_k^\alpha}
\]
and $Q_j^\alpha$ is as defined in Definition 4. For further details, see [21, Corollary 4.30].

**Step 1.** Now considering the operator used for the $k^{\text{th}}$ component of the conservation law
\[
\sum_{\alpha=1}^q Q_j^\alpha(x, u, u_x) \frac{\partial}{\partial u_k^\alpha}
\]
where $k$ is fixed, we will show that the action of $g \in G$ on the operator is equal to
\[
\sum_{\alpha=1}^q Q_j^\alpha(\tilde{x}, \tilde{u}, \tilde{u}_x) \frac{\partial}{\partial u_k^\alpha} = \sum_{\alpha, \ell} \text{Ad}_g(Q_j^\alpha) \left( \frac{d\tilde{x}}{dx} \right)_{k\ell} \frac{\partial}{\partial u_\ell^\alpha}.
\]
Since we know what the action of $g \in G$ is on $Q_j$ (see (48)), we just need to find how $g \in G$ acts on $\partial/\partial u_k^\alpha$. Schematically, we have that
\[
\nabla \tilde{u}_x = \left( \frac{du_x}{dx} \right)^{-T} \nabla u_x,
\]
and to obtain the components of this Jacobian matrix, we consider Equation (47) and calculate

\[
\frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \frac{\partial u}{\partial x} \bigg|_{\ddot{u}/\dot{d}x \rightarrow \ddot{u}/\dot{d}x + \varepsilon H}.
\]

Set \( A(\varepsilon) = \partial \ddot{u} / \partial u - (\ddot{u} / \dot{d}x + \varepsilon H)(\partial \ddot{x} / \partial u) \) and \( C(\varepsilon) = (\ddot{u} / \dot{d}x + \varepsilon H)(\partial \ddot{x} / \partial x) - \partial \ddot{u} / \partial x \). Then the calculation is

\[
\frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} A(\varepsilon)^{-1} C(\varepsilon) = -A^{-1} \left( -\frac{\partial \ddot{x}}{\partial u} \right) A^{-1} C + A^{-1} \frac{\partial \ddot{x}}{\partial x}
\]

\[
= A^{-1} H \left( \frac{\partial \ddot{x}}{\partial u} A^{-1} C + \frac{\partial \ddot{x}}{\partial x} \right)
\]

\[
= A^{-1} H \left( \frac{\partial \ddot{x}}{\partial u} \frac{\partial u}{\partial x} + \frac{\partial \ddot{x}}{\partial x} \right)
\]

\[
= A^{-1} H \frac{d\ddot{x}}{dx} = A^{-1} HB = V(H),
\]

where this defines \( A, B \) and \( V(H) \). By construction, the coefficient of \( H_{\alpha k} \) in the \((\beta, \ell)\) component of this matrix equals

\[
\frac{\partial u_{\beta}^\ell}{\partial u_{k}^\alpha}.
\]

Direct calculation shows that if \( e_{ij} \) is the matrix with \((e_{ij})_{k\ell} = \delta_{ik}\delta_{j\ell} \), then

\[
V(e_{ij}) = \begin{pmatrix}
(A^{-1})_{1i} \\
(A^{-1})_{2i} \\
\vdots \\
(A^{-1})_{qi}
\end{pmatrix} \begin{pmatrix} B_{j1} & B_{j2} & \cdots & B_{jp} \end{pmatrix},
\]

and thus

\[
\frac{\partial u_{\beta}^\ell}{\partial u_{k}^\alpha} = \left( \left( \frac{\partial \ddot{u}}{\partial u} - \frac{\ddot{u}}{\dot{d}x} \frac{\partial \ddot{x}}{\partial u} \right)^{-1} \right)_{\beta\alpha} \left( \frac{d\ddot{x}}{dx} \right)_{k\ell}.
\]

We have then, for \( k \) fixed,

\[
\sum_{\alpha=1}^{q} Q_{j}^\alpha(\ddot{x}, \ddot{u}, \ddot{u}_x) \frac{\partial}{\partial u_k^\alpha}
\]

\[
= \sum_{\beta, \ell, n, \alpha} A_{\alpha n} \text{Ad}_g(Q_{j}) (A^{-1})_{\beta\alpha} B_{k\ell} \frac{\partial}{\partial u_{\ell}^\beta}
\]

\[
= \sum_{\beta, \ell} \text{Ad}_g(Q_{j}) \left( \frac{d\ddot{x}}{dx} \right)_{k\ell} \frac{\partial}{\partial u_{\ell}^\beta},
\]

using (48), and noting that the matrix appearing as a factor of \( Q(\ddot{x}, \ddot{u}, \ddot{u}_x) \) is \( A \).
Step 2. Now we evaluate \( \sum_\alpha Q_j^\alpha(\tilde{x}, \tilde{u}, \tilde{u}_x) \partial/\partial \tilde{u}_k^\alpha \) on

\[
L(\tilde{x}, \tilde{u}, \tilde{u}_x) = L(x, u, u_x) \det\left(\frac{d\tilde{x}}{dx}\right)^{-1},
\]
which is the invariance condition on the Lagrangian. From

\[
\frac{d\tilde{x}}{dx} = \frac{\partial \tilde{x}}{\partial x} + \frac{\partial \tilde{x}}{\partial u} \frac{\partial u}{\partial x}
\]

it can be shown that

\[
\frac{\partial}{\partial u^\beta} \det\left(\frac{d\tilde{x}}{dx}\right) = \sum_{j=1}^p \frac{\partial \tilde{x}_j}{\partial u^\beta} \left( (j, \ell) \text{ first minor of } \frac{d\tilde{x}}{dx} \cdot (-1)^{j+\ell} \right)
\]

\[
= \sum_{j=1}^p \frac{\partial \tilde{x}_j}{\partial u^\beta} \left( \left( \frac{d\tilde{x}}{dx} \right)^{-1} \right)_{\ell j} \det\left(\frac{d\tilde{x}}{dx}\right).
\]

Thus, we obtain, recalling \( k \) is fixed, that

\[
\sum_\alpha Q_j^\alpha(\tilde{x}, \tilde{u}, \tilde{u}_x) \frac{\partial}{\partial \tilde{u}_k^\alpha} \left( L(\tilde{x}, \tilde{u}, \tilde{u}_x) \right)
\]

\[
= \det\left(\frac{d\tilde{x}}{dx}\right)^{-1} \left( \sum_{\beta, \ell} \text{Ad}_g(Q_j^\beta) \left( \frac{d\tilde{x}}{dx} \right)^{\beta k}_\ell \frac{\partial}{\partial u^\beta} L(x, u, u_x) \right)
\]

\[
- \sum_{\beta} \text{Ad}_g(Q_j^\beta) \frac{\partial \tilde{x}_k}{\partial u^\beta} L(x, u, u_x) \right). \tag{52}
\]

Step 3. We are now in a position to consider the \( k \)th component of the conservation law in the transformed variables, namely,

\[
g \cdot C_k^j = L(\tilde{x}, \tilde{u}, \tilde{u}_x) \xi_k^j(\tilde{x}, \tilde{u}) + \sum_\alpha Q_j^\alpha(\tilde{x}, \tilde{u}, \tilde{u}_x) \frac{\partial}{\partial \tilde{u}_k^\alpha} L(\tilde{x}, \tilde{u}, \tilde{u}_x).
\]

Using Equations (44), (51), and (52), and collecting terms, yields

\[
g \cdot C_k^j = \det\left(\frac{d\tilde{x}}{dx}\right)^{-1} \left( \frac{d\tilde{x}}{dx} \right)^{\beta k}_\ell \left( L(x, u, u_x) \text{Ad}_g(\xi_j^\beta) + \sum_\alpha \text{Ad}_g(Q_j^\alpha) \frac{\partial \tilde{x}_k}{\partial u^\beta} L(x, u, u_x) \right). \tag{53}
\]

Step 4. We now consider

\[
g \left( \sum_{k=1}^p (-1)^{k-1} C_k^j dx_1 \ldots \tilde{d}x_k \ldots dx_p \right) = \sum_{k=1}^p (-1)^{k-1} (g \cdot C_k^j) d\tilde{x}_1 \ldots \tilde{d}x_k \ldots d\tilde{x}_p.
\]
Combining Equation (53) and Lemma 5 yields

\[
g \cdot \left( \sum_{k=1}^{p} (-1)^{k-1} C^j_k(x, u, u_x, E_j, \Phi_j) \, dx_1 \ldots \hat{dx}_k \ldots dx_p \right) = \sum_{k=1}^{p} (-1)^{k-1} C^j_k(x, u, u_x, \text{Ad}_g(E_j), \text{Ad}_g(\Phi_j)) \, dx_1 \ldots \hat{dx}_k \ldots dx_p, \tag{54}
\]

which completes the proof.

Since we can write the Adjoint action on the generating vector fields in matrix form (see (44)) and the conservation laws are linear in \(\xi\) and \(\phi\), the action of \(g \in G\) on the conservation laws can be written as

\[
\mathcal{A} \text{d}(g) \left( \begin{array}{c}
\sum_{k=1}^{p} (-1)^{k-1} C^j_k \\
\vdots \\
\sum_{k=1}^{p} (-1)^{k-1} C^r_k
\end{array} \right),
\tag{55}
\]

where \(\mathcal{A} \text{d}(g)\) is the Adjoint representation of \(G\). This representation can be easily computed as was shown in Example 6.

3.2. Noether’s laws in terms of the invariants and the Adjoint action of a moving frame. The following result states the structure of Noether’s conservation laws for the general case, where the independent variables are not necessarily invariant under the Lie group action.

**Theorem 6.** Let \(\int L(\kappa_1, \kappa_2, \ldots) I(d^p x)\) be invariant under the prolonged action \(G \times M \to M\), where \(M = J^n(X \times U)\), with generating invariants \(\kappa_j\), for \(j = 1, \ldots, N\). Introduce a dummy invariant variable \(x_{p+1}\) to effect the variation and then integration by parts yields

\[
\mathcal{D}_{p+1} \int L(\kappa_1, \kappa_2, \ldots) I(d^p x)
= \int \left[ \sum_{\alpha} \mathcal{E}^\alpha(L) I_{p+1}^\alpha I(d^p x) + \sum_{k=1}^{p} d \left( (-1)^{k-1} \left( \sum_{j, \alpha} I_{j, p+1}^\alpha C^\alpha_{j,k} \right) \right) \times I(dx_1) \ldots \hat{I}(dx_k) \ldots I(dx_p) \right],
\]

where \(\mathcal{D}_{p+1}\) is the prolongation of \(\mathcal{D}\) for \(p+1\) variables.

---
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where this defines the vectors $C^\alpha_k = (C^\alpha_{1,k})$. Recall that $\mathcal{E}^\alpha(L)$ are the invariantized Euler–Lagrange equations and $I^{\alpha}_{\alpha} = I(u^\alpha_{1,p+1})$, where $\mathbf{J}$ is a multi-index of differentiation with respect to the variables $x_i$, for $i = 1, \ldots, p$. Let $(a_1, \ldots, a_r)$ be the coordinates of $G$ near the identity $e$, and $v_i$, for $i = 1, \ldots, r$, be the associated infinitesimal vector fields. Furthermore, let $\mathcal{A}_d(g)$ be the Adjoint representation of $G$ with respect to these vector fields. For each dependent variable, define the matrices of characteristics to be

$$Q^\alpha_i = \phi^\alpha_i - \sum_{k=1}^p \xi^k_i u^\alpha_k = \left. \frac{\partial \tilde{u}^\alpha}{\partial a_i} \right|_{g=e} - \sum_{k=1}^p \left. \frac{\partial \tilde{x}_k}{\partial a_i} \right|_{g=e} u^\alpha_k$$

are the components of the $q$-tuple $Q_i$ known as the characteristic of the vector field $v_i$. Let $\mathcal{Q}^\alpha_j$, for $\alpha = 1, \ldots, q$, be the invariantization of the above matrices. Then, the $r$ conservation laws obtained via Noether’s Theorem can be written in the form

$$d(\mathcal{A}_d(\rho)^{-1}(v_1, \ldots, v_p)M_\mathcal{J} d^{p-1}\tilde{x}) = 0,$$

where

$$v_k = \sum_{\alpha} (-1)^{k-1}(\mathcal{Q}^\alpha_j, C^\alpha_k + L(\mathcal{E}(J, I))_k), \quad \text{(56)}$$

are the vectors of invariants, with $(\mathcal{E}(J, I))_k$ the $k$th column of $\mathcal{E}(J, I)$, $M_\mathcal{J}$ is the matrix of first minors of the Jacobian matrix evaluated at the frame, $\mathcal{J} = d\tilde{x}/dx|_{g=\rho(z)}$, and

$$d^{p-1}\tilde{x} = \begin{pmatrix} d\tilde{x}_1 & d\tilde{x}_2 & \cdots & d\tilde{x}_p \\ d\tilde{x}_1 d\tilde{x}_2 & d\tilde{x}_1 d\tilde{x}_3 & \cdots & d\tilde{x}_1 d\tilde{x}_p \\ \vdots & \vdots & \ddots & \vdots \\ d\tilde{x}_1 \cdots d\tilde{x}_{p-1} & d\tilde{x}_1 \cdots d\tilde{x}_{p-2} & \cdots & d\tilde{x}_1 \cdots d\tilde{x}_{p-1} \end{pmatrix} = \begin{pmatrix} dx_2 & \cdots & dx_p \\ d\tilde{x}_1 d\tilde{x}_3 & \cdots & d\tilde{x}_1 d\tilde{x}_p \\ \vdots & \ddots & \vdots \\ d\tilde{x}_1 \cdots d\tilde{x}_{p-1} & d\tilde{x}_1 d\tilde{x}_{p-2} & \cdots & d\tilde{x}_1 \cdots d\tilde{x}_{p-1} \end{pmatrix}.$$

\textbf{Proof.} The infinitesimal criterion of invariance tells us that $G$ is a variational symmetry group of $\int \tilde{L}(z) d^p x$ if and only if

$$\text{pr}^{(n)} v_i(\tilde{L}) + \tilde{L} \text{Div} \mathcal{E}_i = 0,$$

for all $z \in M$ and every infinitesimal generator $v_i$; the $n$th prolongation of $v_i$ is defined as $\text{pr}^{(n)} v_i = \sum_k \xi^k_i \partial x_k + \sum_{\alpha,j} \phi_{\alpha,i}^j \partial u^\alpha_j$. This criterion can also be written as

$$\text{pr}^{(n)} (L) + \text{Div}(\tilde{L} \mathcal{E}_i) = 0,$$
where \( \mathrm{pr}(\alpha) \mathbf{v}_Q = \sum_{\alpha,j} D_j Q^\alpha_i \partial u^\alpha_q \). Calculating \( \int \mathrm{pr}(\alpha) \mathbf{v}_Q (\widetilde{L}) \, d^p x \) yields
\[
\int (Q_i \cdot E(\widetilde{L}) + \text{Div}(A)) \, d^p x,
\]
which is exactly what \( \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \mathcal{L} [u^\alpha + \varepsilon v^\alpha] \) produces, where \( v^\alpha \) correspond to the infinitesimals. Since we know that
\[
\frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \mathcal{L} [u^\alpha + \varepsilon v^\alpha] \quad \text{and} \quad \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \mathcal{L} [u^\alpha]
\]
yield the same symbolic result,
\[
D_{p+1}\bigg|_{D_{p+1} \tilde{u}^\alpha_{J,\rho=p}} \mathcal{L} [\mathbf{\kappa}]
\]
provides us with the invariantized Euler–Lagrange system and the boundary terms
\[
\sum_{k=1}^{p} \frac{d}{d\varepsilon} \left( (-1)^{k-1} \left( \sum_{J,\alpha} I_{J,p+1}^\alpha C_{J,k}^\alpha \right) I (dx_1) \ldots I (dx_k) \ldots I (dx_p) \right).
\]
By definition, \( I_{J,p+1}^\alpha \) is equal to
\[
I_{J,p+1}^\alpha = D_{p+1} \tilde{u}^\alpha_{J,\rho=p}.\]
Hence by the chain rule,
\[
(I_{p+1}^\alpha I_{J,p+1}^\alpha I_{J_2,p+1}^\alpha \ldots) = (D_{p+1} u^\alpha D_{p+1} u_{J_1}^\alpha \ldots) \left|_{g=\rho(z)} \begin{bmatrix} \partial \left( \tilde{u}^\alpha_{J_1}, \tilde{u}^\alpha_{J_2}, \ldots \right) \end{bmatrix}^T \right|_{g=\rho(z)}^{\partial \left( u^\alpha, u_{J_1}^\alpha, u_{J_2}^\alpha, \ldots \right)}
\]
where the \( J_k \) are multi-indices of differentiation with respect to \( x_i \), for \( i = 1, \ldots, p \).

We know that the Jacobian matrix \( \mathcal{J} = \frac{d\mathbf{x}}{dx} \bigg|_{g=\rho(z)} \) can be written as a partitioned matrix
\[
\mathcal{J} = \begin{pmatrix}
\frac{\partial \tilde{x}_1}{\partial x_1} \bigg|_{g=\rho(z)} & \cdots & \frac{\partial \tilde{x}_1}{\partial x_p} \bigg|_{g=\rho(z)} & \frac{\partial \tilde{x}_1}{\partial x_{p+1}} \bigg|_{g=\rho(z)} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{\partial \tilde{x}_p}{\partial x_1} \bigg|_{g=\rho(z)} & \cdots & \frac{\partial \tilde{x}_p}{\partial x_p} \bigg|_{g=\rho(z)} & \frac{\partial \tilde{x}_p}{\partial x_{p+1}} \bigg|_{g=\rho(z)} \\
\frac{\partial x_{p+1}}{\partial x_1} \bigg|_{g=\rho(z)} & \cdots & \frac{\partial x_{p+1}}{\partial x_p} \bigg|_{g=\rho(z)} & \frac{\partial x_{p+1}}{\partial x_{p+1}} \bigg|_{g=\rho(z)}
\end{pmatrix} = \begin{pmatrix} A^T & b^T \end{pmatrix},
\]
where this defines $A$ and $b$, and that

$$
\widetilde{D}_{p+1} u_{j}^{\alpha} |_{g=\rho(z)} = -bA^{-1} \begin{pmatrix} \partial x_{1} \\ \vdots \\ \partial x_{p} \end{pmatrix} u_{j}^{\alpha} + \frac{\partial u_{j}^{\alpha}}{\partial x_{p+1}} + \cdots + \frac{\partial u_{j}^{\alpha}}{\partial x_{p+1}} u_{j}^{\alpha}.
$$

Next consider

$$
\frac{\partial \tilde{u}^{\alpha}}{\partial x_{p+1}} \bigg|_{g=e} - \frac{\partial \tilde{x}_{1}^{\alpha}}{\partial x_{p+1}} \bigg|_{g=e} u_{1}^{\alpha} - \cdots - \frac{\partial \tilde{x}_{p}^{\alpha}}{\partial x_{p+1}} \bigg|_{g=e} u_{p}^{\alpha} = \frac{\partial u_{j}^{\alpha}}{\partial a_{i}} \bigg|_{g=e} u_{j}^{\alpha},
$$

and

$$
\frac{\partial \tilde{u}_{j}^{\alpha}}{\partial x_{p+1}} \bigg|_{g=e} - \frac{\partial \tilde{x}_{1}^{\alpha}}{\partial x_{p+1}} \bigg|_{g=e} u_{j}^{\alpha} - \cdots - \frac{\partial \tilde{x}_{p}^{\alpha}}{\partial x_{p+1}} \bigg|_{g=e} u_{j}^{\alpha} = \frac{\partial u_{j}^{\alpha}}{\partial a_{i}} \bigg|_{g=e} u_{j}^{\alpha},
$$

so that $x_{p+1}$ is considered to be the group parameter, $a_{i}$.

Furthermore, from Theorem 7 we know that

$$
\mathcal{A}d(\rho)^{-1} \mathcal{Q}^\alpha(J, I) = \mathcal{Q}^\alpha(z) \left( \frac{\partial \tilde{u}_{j}^{\alpha}}{\partial u_{j}^{\alpha}} \right)^T \bigg|_{g=\rho(z)}
$$

where $\mathcal{Q}^\alpha(z) = (D_{K}(Q_{i}^{\alpha}))$.

Substituting the vector $(I_{p+1}^{\alpha} I_{j_{1}, p+1}^{\alpha} I_{j_{2}, p+1}^{\alpha} \cdots)$ in (58) by its expression in Equation (59) yields

$$
\sum_{k=1}^{p} d \left( (-1)^{k-1} \left( \sum_{\alpha} (D_{p+1} u_{j}^{\alpha} D_{p+1} u_{j}^{\alpha} D_{p+1} u_{j}^{\alpha} \cdots) I_{\rho(z)} \frac{\partial \tilde{u}_{j}^{\alpha}}{\partial u_{j}^{\alpha}} \right)^T C_{k} \right) \times I(dx_{1}) \cdots I(dx_{k}) \cdots I(dx_{p}).
$$

By (60) and (61), the vector $(\widetilde{D}_{p+1} u_{j}^{\alpha} \widetilde{D}_{p+1} u_{j}^{\alpha} \widetilde{D}_{p+1} u_{j}^{\alpha} \cdots)$ in the above equation can be substituted by every single row of the matrix of characteristics $\mathcal{Q}^\alpha(z)$. 
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Hence, for each independent group parameter \( a_i \) we obtain

\[
\sum_{k=1}^{p} d \left( (-1)^{k-1} \left( \sum_{\alpha} \mathcal{Q}_i^{\alpha} (z) \frac{\partial \mathcal{u}_j^{\alpha}}{\partial u_j^{\alpha}} \bigg|_{g=\rho(z)} \right)^T C_k^{\alpha} \right) I (dx_1) \cdots I (dx_k) \cdots I (dx_p),
\]

\( i = 1, \ldots, r, \)

where \( \mathcal{Q}_i^{\alpha} (z) \) corresponds to row \( i \) in \( \mathcal{Q}^{\alpha} (z) \).

If we have \( r \) group parameters describing group elements near the identity of the group, we can write the \( r \) equations in matrix form as

\[
\sum_{k=1}^{p} d \left( (-1)^{k-1} \left( \sum_{\alpha} \mathcal{Q}_i^{\alpha} (z) \frac{\partial \mathcal{u}_j^{\alpha}}{\partial u_j^{\alpha}} \bigg|_{g=\rho(z)} \right)^T C_k^{\alpha} \right) I (dx_1) \cdots I (dx_k) \cdots I (dx_p).\]

Using the equality (62), we obtain

\[
\sum_{k=1}^{p} d \left( (-1)^{k-1} \left( \mathcal{Q}_i^{\alpha} (z) \frac{\partial \mathcal{u}_j^{\alpha}}{\partial u_j^{\alpha}} \bigg|_{g=\rho(z)} \right)^T C_k^{\alpha} \right) I (dx_1) \cdots I (dx_k) \cdots I (dx_p). \tag{63}
\]

Next, it is a standard computation in differential exterior algebra to show that

\[
\begin{pmatrix}
I (dx_1) I (dx_2) \cdots I (dx_p) \\
I (dx_1) I (dx_2) \cdots I (dx_p) \\
\vdots \\
I (dx_1) \cdots I (dx_{p-1}) I (dx_p)
\end{pmatrix}
= \begin{pmatrix}
M_{11} & M_{12} & \cdots & M_{1p} \\
M_{21} & M_{22} & \cdots & M_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
M_{p1} & M_{p2} & \cdots & M_{pp}
\end{pmatrix}
\begin{pmatrix}
\mathcal{d} x_1 \mathcal{d} x_2 \cdots \mathcal{d} x_p \\
\mathcal{d} x_1 \mathcal{d} x_2 \cdots \mathcal{d} x_p \\
\vdots \\
\mathcal{d} x_1 \cdots \mathcal{d} x_{p-1} \mathcal{d} x_p
\end{pmatrix}, \tag{64}
\]

where \( M_\mathcal{J} \) is the matrix of first minors of the Jacobian matrix \( \mathcal{J} \). Thus, (63) reduces to

\[
\sum_{k=1}^{p} d \left( \text{Ad}(\rho)^{-1} \left( \sum_{\alpha} \mathcal{Q}^{\alpha} (J, I) C_k^{\alpha} \right) M_\mathcal{J} \mathcal{d}^{p-1} \mathbf{x} \right), \tag{65}
\]

and we have thus found the invariantized version of \( \text{Div}(A) \). We must now find the invariantized version of the term \( \text{Div}(\bar{L} \xi_i) \) in the infinitesimal criterion of
invariance, for \( i = 1, \ldots, r \). We know from Theorem 5 that

\[
\left( \sum_{k=1}^{p} (-1)^{k-1} C_k^l(\tilde{x}, \tilde{u}, \tilde{x}, \tilde{u}, \mathcal{E}_l(\tilde{x}, \tilde{u}), \Phi_1(\tilde{x}, \tilde{u})) \, dx_1 \ldots \, d\tilde{x}_k \ldots \, d\tilde{x}_p \right)
\]

\[
\vdots
\]

\[
\left( \sum_{k=1}^{p} (-1)^{k-1} C_k^r(\tilde{x}, \tilde{u}, \tilde{x}, \tilde{u}, \mathcal{E}_r(\tilde{x}, \tilde{u}), \Phi_r(\tilde{x}, \tilde{u})) \, dx_1 \ldots \, d\tilde{x}_k \ldots \, d\tilde{x}_p \right)
\]

\[
= \mathcal{A}d(g) \left( \sum_{k=1}^{p} (-1)^{k-1} C_k^l(x, u, u_x, \mathcal{E}_1(x, u), \Phi_1(x, u)) \, dx_1 \ldots \, d\tilde{x}_k \ldots \, dx_p \right)
\]

\[
\vdots
\]

\[
\left( \sum_{k=1}^{p} (-1)^{k-1} C_k^r(x, u, u_x, \mathcal{E}_r(x, u), \Phi_r(x, u)) \, dx_1 \ldots \, d\tilde{x}_k \ldots \, dx_p \right)
\]

Thus,

\[
\sum_{k=1}^{p} (-1)^{k-1} L(\tilde{x}, \tilde{u}, \tilde{x}_k)(\mathcal{E}(\tilde{x}, \tilde{u}))_k \, dx_1 \ldots \, d\tilde{x}_k \ldots \, dx_p
\]

\[
= \mathcal{A}d(g) \sum_{k=1}^{p} (-1)^{k-1} L(x, u, u_k)(\mathcal{E}(x, u))_k \, dx_1 \ldots \, d\tilde{x}_k \ldots \, dx_p,
\]

where \((\mathcal{E}(x, u))_k\) is the \(k\)th column of \(\mathcal{E}(x, u)\). Evaluating this at the frame and rearranging produces the boundary term, \(\text{Div}(L(\mathcal{E}))_k\),

\[
d\left( \mathcal{A}d(\rho)^{-1} \sum_{k=1}^{p} (-1)^{k-1} L[\mathcal{E}(J, I)]_k I(dx_1) \ldots \, I(d\tilde{x}_k) \ldots \, I(dx_p) \right). \quad (66)
\]

Thus, adding the boundary terms (65) and (66) yields

\[
d(\mathcal{A}d(\rho)^{-1}(v_1, \ldots, v_p)M_{\mathcal{J}} d^{p-1}\tilde{x}) = 0,
\]

with \(d^{p-1}\tilde{x}\) defined in (57), as required.

In terms of calculating the conservation laws in the form

\[
d(\mathcal{A}d(\rho)^{-1}(v_1, \ldots, v_p)M_{\mathcal{J}} d^{p-1}\tilde{x}) = 0,
\]

the vectors of invariants can be obtained by either

1. invariantization of the components of the law in the original coordinates; or
2. using the formula (56).
As there exists software which calculates the conservation laws (Maple package DifferentialGeometry, subpackage JetCalulus [1]), it will usually be easier to invariantize the conservation laws to obtain the vectors of invariants, rather than perform the invariantized integration by parts.

To obtain the vectors of invariants using formula (56), we have used the package Indiff [18]. The package AIDA also determines syzygies between invariants [12].

**Example 7.** Here we illustrate how the different components of the conservation laws in Example 5 are obtained which concerns the Monge–Ampère problem of Example 4. We have already obtained the Adjoint representation $\mathcal{A}d(g)$ for SL(2) in Example 6. Inverting $\mathcal{A}d(g)$ in (46) and evaluating it at the frame (8) yields $\mathcal{A}d(\rho)^{-1}$.

Theorem 6 tells us that to obtain the vectors of invariants, we need to compute the invariantized matrix of characteristics, $\mathcal{Q}^u(J, I)$, the vectors of invariantized infinitesimals, $(\Xi(J, I))_i$, and the vectors $C^u_i$. The latter have already been calculated in Example 4; the elements of $C^u_i$ correspond to the coefficients of the $I^u_{ji}$ in (42). The invariantized matrix of characteristics is

\[
\mathcal{Q}^u(J, I) = \begin{pmatrix}
Q_u & D_x(Q_u) & D_y(Q_u) \\
a & -I^u_1 & -I^u_1 - I^u_{11} & -I^u_{12} \\
b & 0 & 0 & -I^u_1 \\
c & 0 & -I^u_{12} & -I^u_{22}
\end{pmatrix}
\]

and the $(\Xi(J, I))_i$, for $i = 1, 2$, are

\[
(\Xi(J, I))_1 = b \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad (\Xi(J, I))_2 = b \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.
\]

Thus, the vectors of invariants are

\[
v_1 = \begin{pmatrix} I^u_1 I^u_{22}(I^u_1 - 2I^u) - I^u_1 I^u_1 I^u_{122} + I^u(I^u_{11} I^u_{22} - (I^u_{12})^2) \\ 0 \\ -I^u_1 I^u_{12} I^u_{22} \end{pmatrix},
\]

\[
v_2 = \begin{pmatrix} -I^u_1 I^u_1 (2I^u_{12} + I^u_{112}) \\ I^u_1 I^u_1 I^u_{11} \\ -I^u_1 (I^u_{12})^2 \end{pmatrix}.
\]
Finally, the Jacobian matrix $\mathcal{J}$ is

$$
\begin{pmatrix}
\frac{\partial \tilde{x}}{\partial x} |_{g=\rho(z)} & \frac{\partial \tilde{x}}{\partial y} |_{g=\rho(z)} \\
\frac{\partial \tilde{y}}{\partial x} |_{g=\rho(z)} & \frac{\partial \tilde{y}}{\partial y} |_{g=\rho(z)}
\end{pmatrix} = \begin{pmatrix}
\frac{u_x}{xu_x + yu_y} & \frac{u_y}{xu_x + yu_y} \\
-x & y
\end{pmatrix},
$$

and its matrix of first minors, $M_{\mathcal{J}}$, is

$$
\begin{pmatrix}
x & -y \\
xu_x + yu_y & xu_x + yu_y
\end{pmatrix}.
$$

Although the vectors of invariants obtained here are not the same as those obtained in Example 5 (these were obtained by invariantizing the laws), the resulting conservation laws are equivalent, that is the conservation laws differ by trivial conservation laws. Indeed, the boundary terms in (41)

$$
\mathcal{D}_x \left( \left( \left( I^u I_{12}^u - I^u I_{22}^u + \frac{I^u I_{11}^u I_{22}^u}{I_1^u} \right) I_3^u + I^u I_{22}^u I_{11}^u \right) I(d^2x) \right)
+ \mathcal{D}_y \left( \left( \left( \frac{I^u I_{11}^u I_{12}^u}{I_1^u} - I^u I_{11}^u \right) I_3^u - 2I^u I_{12}^u I_{13}^u + I^u I_{11}^u I_{23}^u \right) I(d^2x) \right) = 0
$$

can be written as

$$
\mathcal{D}_x \left( (-I_1^u I_{22}^u I_3^u + I^u I_{22}^u I_{13}^u - I^u I_{12}^u I_{23}^u + \mathcal{D}_y (I^u I_{12}^u I_{23}^u)) I(d^2x) \right)
+ \mathcal{D}_y \left( (I_1^u I_{12}^u I_3^u - I^u I_{12}^u I_{13}^u + I^u I_{11}^u I_{23}^u - \mathcal{D}_x (I^u I_{12}^u I_{23}^u)) I(d^2x) \right) = 0,
$$

which simplify to

$$
\mathcal{D}_x \left( (-I_1^u I_{22}^u I_3^u + I^u I_{22}^u I_{13}^u - I^u I_{12}^u I_{23}^u) I(d^2x) \right)
+ \mathcal{D}_y \left( (I_1^u I_{12}^u I_3^u - I^u I_{12}^u I_{13}^u + I^u I_{11}^u I_{23}^u) I(d^2x) \right) = 0;
$$

it is easy to see that from these we get the vectors of invariants in (43).

To conclude this example, we summarize the information made available by employing the invariant calculus for this group action. For the frame with normalization equations $\tilde{x} = 1$, $\tilde{y} = 0$, and $\tilde{u}_y = 0$, the differential algebra of invariants is generated by $u$ and $I(u_{yy})$. In addition to the Euler–Lagrange equation, which is now seen to be one equation for the two generators, there is also the syzygy, Equation (17), providing a second equation connecting the generating invariants. In this case we can calculate the frame which is given in Equation (8).
The invariant differentiation operators are given in Equations (15) and (16), and setting the frame into the standard $2 \times 2$ matrix form we have
\[
\mathcal{D}_x \rho^{-1} = \begin{pmatrix}
1 & \frac{\partial_y \mathcal{D}_x(u)}{\partial_x(u)} \\
0 & 1
\end{pmatrix},
\mathcal{D}_y \rho^{-1} = \begin{pmatrix}
0 & \frac{f(u_{yy})}{\partial_x(u)} \\
-1 & 0
\end{pmatrix}.
\]
(67)

The differential compatibility of these equations also yields the syzygy between the generating invariants. Also, the conservation laws, when differentiated, yield the Euler–Lagrange equation. Finally, we note that the frame, its Adjoint representation, the differential operators, the syzygies, and the equations connecting the derivatives of the frame with the invariants are independent of the form of the Lagrangian (that is, the form of the Lagrangian as a function of its arguments), so that these are a ‘one time’ calculation once the equations for the frame are chosen.

4. Two variational problems with area and volume preserving symmetries

In this section, we present two examples which illustrate how to obtain the conservation laws in this new format. The first example regards the conservation laws for the shallow water equations, due to the importance that conservation of potential vorticity plays in meteorology [3, 5, 23–25]. In the second application we look at conservation laws arising from a linear SL(3) action on the base space, as it exemplifies the basic volume preserving action on a three-dimensional base space. This type of action appears in ideal incompressible fluid flow problems [2, 20].

4.1. Conservation laws for the shallow water equations. The conservation laws for the shallow water equations are well known [3]; we are particularly interested in the conservation laws arising from the linear SL(2) action on the particle labels.

To ease the exposition, some notation is introduced. In the two-dimensional shallow water theory [25], a particle is represented by the Cartesian coordinates
\[
x = x(a, b, t), \quad y = y(a, b, t),
\]
(68)
where $(a, b) \in \mathbb{R}^2$ are the particle labels and $t \in \mathbb{R}^+$ is time. At the reference time, $t = 0$,
\[
x(a, b, 0) = a, \quad y(a, b, 0) = b.
\]
Usually we regard liquids, such as water, to be incompressible; the incompressibility hypothesis requires that
\[
\frac{h(a, b, 0)}{h(a, b, t)} = \frac{\partial(x, y)}{\partial(a, b)},
\]
where $h$ is the fluid depth, and the Jacobian on the right is the one corresponding to the map (68). In this paper we assume that $h(a, b, 0) = 1$, so the incompressibility hypothesis becomes

$$h(a, b, t) = \frac{1}{x_a y_b - x_b y_a}.$$  

(69)

As shown by Salmon [26], the following first-order Lagrangian

$$\bar{L} \, da \, db \, dt = \left( (u - \bar{R})\dot{x} + (v + \bar{P})\dot{y} - \frac{1}{2}(u^2 + v^2 + gh) \right) \, da \, db \, dt,$$

(70)

where $g$ is a nonzero constant (corresponding to the combined effect of acceleration of gravity and a centrifugal component from the Earth’s rotation), $\bar{P} = \bar{P}(x, y)$ and $\bar{R} = \bar{R}(x, y)$ satisfy

$$\bar{P}_x + \bar{R}_y = f,$$

with the Coriolis parameter, $f = \text{constant}$, has the shallow water equations

$$\dot{x} = u,$$

(71)

$$\dot{y} = v,$$

(72)

$$\dot{u} + gh(y_b h_a - y_a h_b) - f v = 0,$$

(73)

$$\dot{v} + gh(x_a h_b - x_b h_a) + f u = 0,$$

(74)

as the associated Euler–Lagrange equations.

To simplify we will consider $\bar{P}$ and $\bar{R}$ to be linear functions of $x$ and $y$, that is

$$\bar{P} = c_1 x + c_2 y + c_3 \quad \text{and} \quad \bar{R} = c_4 x + c_5 y + c_6.$$  

The following vector field

$$-S_b(a, b) \partial_a + S_a(a, b) \partial_b, \quad S_b = -\xi, \ S_a = \eta,$$

where $\xi$ and $\eta$ are the infinitesimals of the group action on the base space, generates the particle relabelling symmetry group [3]. The generators of the linear SL(2) action are of this type; the action is

$$\begin{pmatrix} \tilde{a} \\ \tilde{b} \end{pmatrix} = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \begin{pmatrix} a \\ b \end{pmatrix}, \quad \tilde{t} = t, \quad \alpha \delta - \beta \gamma = 1.$$  

We now find the associated conservation laws.

We start by calculating the moving frame using as normalization equations

$$\tilde{a} = 0, \quad \tilde{b} = 1, \quad \tilde{x}_a = 0,$$
where

\[
\alpha = b, \quad \beta = -a, \quad \gamma = \frac{x_a}{ax_a + bx_b},
\]  

(75)
as the moving frame in parametric form.

We already have the Adjoint representation for SL(2) (see (46)); so evaluating it at the frame (75) and inverting it gives \( Ad(\rho)^{-1} \) (see first matrix of (76)). Next we need to compute the vectors of invariants. For this, we introduce a dummy variable \( \tau \) and set \( x = x(a, b, t, \tau), \ y = y(a, b, t, \tau), \ u = u(a, b, t, \tau), \) and \( v = v(a, b, t, \tau) \). Proceeding as in Section 3, we rewrite the Lagrangian (70) in terms of the invariants; then differentiating and integrating by parts yields the invariantized shallow water equations

\[
\begin{align*}
& f I_3^y - I_3^u + \frac{g I_2^y}{(I_2^y)^3(I_1^y)^3} (I_1^y I_2^x - I_1^x I_2^y + I_1^x I_3^y) \\
& + \frac{g}{(I_2^y)^3(I_1^y)^2} (I_1^y I_2^x - I_1^x I_2^y - I_2^x I_3^y) = 0, \\
& - f I_3^y - I_3^v - \frac{g}{(I_2^y)^3(I_1^y)^3} (I_1^y I_2^x I_3^y - I_1^x I_2^y I_3^y + I_1^x I_3^y I_3^y) = 0, \\
& I_3^x - I_3^u = 0, \\
& I_3^y - I_3^v = 0,
\end{align*}
\]
as expected, and the boundary terms

\[
\mathcal{D}_a \left( \left( \frac{g I_2^y I_4^x}{2(I_2^x)^2(I_1^y)^2} - \frac{g I_4^y}{2I_2^x (I_1^y)^2} \right) I(\sigma) I(d\beta) I(d\rho) \right) \\
+ \mathcal{D}_b \left( \left( - \frac{g I_4^y}{2(I_2^x)^2 I_1^y} \right) I(\sigma) I(d\beta) I(d\rho) \right) \\
+ \mathcal{D}_t (((I_3^u - R) I_4^x + (I_3^v + P) I_4^y) I(\sigma) I(d\beta) I(d\rho) I(d\tau) = 0,
\]

where \( P \) and \( R \) are the invariantized versions of \( \bar{P} \) and \( \bar{R} \), respectively.

Thus, the vectors of invariants are

\[
\begin{align*}
\mathbf{v}_1(J, I) &= \begin{pmatrix} I_2^x \\ 0 \\ 0 \end{pmatrix} \frac{g I_2^y}{2(I_2^x)^2(I_1^y)^2} - \begin{pmatrix} -I_1^y \\ 0 \\ 0 \end{pmatrix} \frac{g}{2I_2^x (I_1^y)^2} + L \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} = \begin{pmatrix} L + \frac{g}{2I_2^x I_1^y} \\ 0 \\ 0 \end{pmatrix}, \\
\mathbf{v}_2(J, I) &= \begin{pmatrix} I_2^x \\ 0 \\ 0 \end{pmatrix} \frac{g}{2(I_2^x)^2 I_1^y} - L \begin{pmatrix} -1 \\ 0 \\ 0 \end{pmatrix} = \begin{pmatrix} L + \frac{g}{2I_2^x I_1^y} \\ 0 \\ 0 \end{pmatrix},
\end{align*}
\]
Moving frames and Noether’s conservation laws—the general case

\[ \nu_3(J, I) = \begin{pmatrix} I_2^\gamma \\ 0 \\ 0 \end{pmatrix} (I^u - R) + \begin{pmatrix} -I_1^\gamma \\ 0 \\ 0 \end{pmatrix} (I^v + P) + L \begin{pmatrix} 0 \\ 0 \end{pmatrix} \]

\[ = \begin{pmatrix} I_2^\gamma (I^u - R) + I_2^\gamma (I^v + P) \\ -I_1^\gamma (I^v + P) \\ 0 \end{pmatrix}. \]

The matrix of first minors of the Jacobian matrix \( \partial(\tilde{a}, \tilde{b}, \tilde{r})/\partial(a, b, t) \) evaluated at the frame (75) is

\[ M_J = \begin{pmatrix} x_b & x_a & 0 \\ ax_a + bx_b & ax_a + bx_b & 0 \\ -a & b & 0 \end{pmatrix}. \]

Thus, the conservation laws are

\[ d \begin{pmatrix} bx_b - ax_a \\ ax_a + bx_b \\ bx_a \end{pmatrix} 2ab \begin{pmatrix} 2x_a x_b \\ (ax_a + bx_b)^2 \\ x_a^2 \\ (ax_a + bx_b)^2 \end{pmatrix} L + \frac{g}{2I_2^\gamma I_1^\gamma} I_2^\gamma (I^u - R) + I_2^\gamma (I^v + P) \times L + \frac{g}{2I_2^\gamma I_1^\gamma} 0 \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} = 0. \]

Note that \( L = \tilde{L}(I) \).

In [4] Bridges et al. proved that conservation of potential vorticity is a differential consequence of some of the components of a one-form
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quasiconservation law, which relies on writing the shallow water equations as a multisymplectic system. Below we show that conservation of potential vorticity is a differential consequence of the system of conservation laws (76).

Multiplying (76) through, we obtain

\[
d\left( (aF_1) \, db \, dt + (bF_1) \, da \, dt + \left( \frac{bx_b - ax_a}{ax_a + bx_b} \, F_2 - 2ab \, F_3 \right) \, da \, db \right) = 0, \tag{77}
\]

\[
d\left( (bF_1) \, db \, dt + \left( -\frac{bx_a}{ax_a + bx_b} \, F_2 - b^2 \, F_3 \right) \, da \, db \right) = 0, \tag{78}
\]

\[
d\left( -(aF_1) \, da \, dt + \left( -\frac{ax_b}{ax_a + bx_b} \, F_2 + a^2 \, F_3 \right) \, da \, db \right) = 0, \tag{79}
\]

where \( F_1 = L + g/(2I_2^2 I_1^\gamma) \), \( F_2 = I_2^x (I_1^u - R) + I_2^y (I_1^v + P) \), and \( F_3 = I_1^\gamma (I_1^v + P) \). Performing the following operations, \( D_a(b \cdot (79)) - D_b(a \cdot (78)) + (77) \), on the above equations we obtain

\[
\left( D_a(D_b(abF_1) - aF_1) + D_a \left( bD_t \left( \frac{-ax_b}{ax_a + bx_b} F_2 + a^2 F_3 \right) \right) \right) \, da \, db \, dt
\]

\[-D_b(D_a(abF_1) - bF_1) + D_b \left( aD_t \left( -\frac{bx_a}{ax_a + bx_b} F_2 - b^2 F_3 \right) \right) \, da \, db \, dt
\]

\[+D_a(aF_1) - D_b(bF_1) + D_t \left( \frac{bx_b - ax_a}{ax_a + bx_b} F_2 - 2abF_3 \right) \, da \, db \, dt
\]

\[= D_t \left( \frac{-abx_b}{ax_a + bx_b} F_2 + a^2 b F_3 \right) + D_b \left( \frac{abx_a}{ax_a + bx_b} F_2 + ab^2 F_3 \right) \, da \, db \, dt
\]

\[= D_t \left( ab \frac{I_1^x}{I_2^x} F_2 + 2ab F_3 - abD_a F_2 + abD_b F_3 \right) \, da \, db \, dt
\]

\[= -abD_t(I_1^u I_2^x + I_2^x I_1^u - I_1^\gamma I_2^x - I_2^x I_1^\gamma f) \, da \, db \, dt
\]

\[= -abD_t(\Omega) = 0,
\]

where \( \Omega = 1/h(\partial \hat{y}/\partial x - \partial \hat{x}/\partial y + f) \) represents the potential vorticity. Note that we have used the product rule and the definitions of the invariantized differential operators \( D_a \) and \( D_b \). Thus, conservation of potential vorticity is a differential consequence of Noether’s conservation laws for the linear SL(2) action. More to the point, it does not require the full pseudogroup. This was also observed by Hydon, [15], who found the conservation of potential vorticity as a differential consequence of the conservation of the linear momenta.
4.2. Variational problems invariant under the standard SL(3) action on the base space. Consider the linear SL(3) action on the base space \((x, y, z)\),

\[
\begin{pmatrix}
    \dot{x} \\
    \dot{y} \\
    \dot{z}
\end{pmatrix} =
\begin{pmatrix}
    a_{11} & a_{12} & a_{13} \\
    a_{21} & a_{22} & a_{23} \\
    a_{31} & a_{32} & a_{33}
\end{pmatrix}
\begin{pmatrix}
    x \\
    y \\
    z
\end{pmatrix}, \quad \det A = 1, \quad (80)
\]

which leaves the dependent variables, \((u, v, w)\), invariant.

Let \(g \in \text{SL}(3)\) act on the Jacobian \(B = \partial(u, v, w)/\partial(x, y, z)\) and define the cross section by

\[
g \cdot \frac{\partial(u, v, w)}{\partial(x, y, z)} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & I^w_3 \end{pmatrix}, \quad (81)
\]

where \(I^w_3 = (g \cdot w_z)|_{\text{frame}}\). Thus, the moving frame in parametric form is

\[
(a_{11}, a_{12}, a_{13}, a_{21}, a_{22}, a_{23}, a_{31}, a_{32}) = \left( u_x, u_y, u_z, v_x, v_y, v_z, \frac{w_x}{|B|}, \frac{w_y}{|B|} \right). \quad (82)
\]

Consider an invariant Lagrangian, written in terms of the invariants of the group action \((80)\), such as

\[
\int \int \int L(I^w, D_z I^w) I(dx) I(dy) I(dz). \quad (83)
\]

To calculate the invariantized Euler–Lagrange equations and its associated conservation laws, we introduce a dummy variable \(\tau\) and set \(u = u(x, y, z, \tau)\), \(v = v(x, y, z, \tau)\), and \(w = w(x, y, z, \tau)\). Differentiating the functional \((83)\) in terms of \(\tau\) and integrating by parts, we obtain

\[
D_\tau \int \int \int L(I^w, D_z I^w) I(dx) I(dy) I(dz)
\]

\[
= \int \int \int \left[ -D_x \left( \frac{\partial L}{\partial D_z I^w} \right) I^w_3 I^w_4 + D_y \left( \frac{\partial L}{\partial D_z I^w} \right) I^w_3 I^w_4 + \left( \frac{\partial L}{\partial D_z I^w} \right) I^w_4 \right] I(d^3 x)
\]

\[
+ \int \int \int \left[ D_x \left( \frac{\partial L}{\partial D_z I^w} I^w_3 I^w_4 I(d^3 x) \right) + D_y \left( \frac{\partial L}{\partial D_z I^w} I^w_3 I^w_4 I(d^3 x) \right) + D_z \left( \frac{\partial L}{\partial D_z I^w} I^w_4 I(d^3 x) \right) \right], \quad (84)
\]

where we have used the equality \(D_z I^w = I^w_3\), the commutator

\[
[D_\tau, D_z] = -D_z I^w_4 D_x - D_z I^w_4 D_y + (D_x I^w_4 + D_y I^w_4) D_z,
\]

and the Lie derivatives of the invariant one-forms presented in the Table 3.
where the Adjoint representation,

\[ A \]

This yields the Adjoint representation,

\[ A \]

vector fields

\[ \text{I} \]

boundary terms, correspond to the invariantized Euler–Lagrange equations with respect to \( u, v, \) and \( w \), respectively.

Proceeding as in Section 3, we let \( g \in \text{SL}(3) \) act linearly on its generating vector fields

\[ x \partial_x - z \partial_z, \quad y \partial_y, \quad z \partial_x, \quad x \partial_y - z \partial_z, \quad z \partial_y, \quad x \partial_z, \quad y \partial_z. \]

This yields the Adjoint representation, \( \mathcal{A}d(g) \), for \( \text{SL}(3) \)

\[
\begin{pmatrix}
M_{11}A - M_{31} \begin{pmatrix} R_3 \\ 0 \end{pmatrix} & -M_{12}A + M_{32} \begin{pmatrix} R_3 \\ 0 \end{pmatrix} & M_{13} \begin{pmatrix} c_1 \\ c_2 \end{pmatrix} & -M_{33} \begin{pmatrix} a_{31} \\ a_{32} \\ 0 \end{pmatrix} \\
-M_{21}A + M_{31} \begin{pmatrix} R_3 \\ 0 \end{pmatrix} & M_{22}A + M_{32} \begin{pmatrix} R_3 \\ 0 \end{pmatrix} & -M_{23} \begin{pmatrix} c_1 \\ c_2 \end{pmatrix} & M_{33} \begin{pmatrix} a_{31} \\ a_{32} \\ 0 \end{pmatrix} \\
M_{31} \begin{pmatrix} R_1 \\ R_2 \end{pmatrix} & -M_{32} \begin{pmatrix} R_1 \\ R_2 \end{pmatrix} & M_{33} \begin{pmatrix} a_{11} \\ a_{12} \\ a_{22} \end{pmatrix}
\end{pmatrix}
\]

(85)

where the \( R_i \), for \( i = 1, 2, 3 \), and \( C_j \), for \( j = 1, 2 \), represent, respectively, the rows and columns of matrix \( A \) defined in (80), the \( M_{mn} \), for \( m, n = 1, 2, 3 \), represent the first minors of \( A \), and the \( a_{mn} \) are elements of the matrix \( A \). Evaluating \( \mathcal{A}d(g)^{-1} \) at the frame (82) yields \( \mathcal{A}d(\rho)^{-1} \).
The vectors of invariants, \( \mathbf{v}_i = (-1)^{i-1}(\sum \mathcal{Q}^a(J,I)\mathcal{C}_i^a + L(\mathcal{E}(J,I))_i) \), are

\[
\mathbf{v}_1(J,I) = \begin{pmatrix}
J^x \left( L - I^w_3 \frac{\partial L}{\partial D_x I^w} \right) \\
J^y \left( L - I^w_3 \frac{\partial L}{\partial D_y I^w} \right) \\
J^z \left( L - I^w_3 \frac{\partial L}{\partial D_z I^w} \right) \\
0 \\
0 \\
0 \\
0 \\
0
\end{pmatrix}, \quad \mathbf{v}_2(J,I) = \begin{pmatrix}
0 \\
0 \\
0 \\
J^x \left( -L + I^w_3 \frac{\partial L}{\partial D_x I^w} \right) \\
J^y \left( -L + I^w_3 \frac{\partial L}{\partial D_y I^w} \right) \\
J^z \left( -L + I^w_3 \frac{\partial L}{\partial D_z I^w} \right)
\end{pmatrix},
\]

\[
\mathbf{v}_3(J,I) = \begin{pmatrix}
J^x \left( -L + I^w_3 \frac{\partial L}{\partial D_x I^w} \right) \\
J^y \left( -L + I^w_3 \frac{\partial L}{\partial D_y I^w} \right) \\
J^z \left( L - I^w_3 \frac{\partial L}{\partial D_z I^w} \right)
\end{pmatrix},
\]

where we have used

\[
\mathcal{Q}^w(J,I) = \begin{pmatrix}
-J^x \\
-J^y \\
-J^z \\
0 \\
0 \\
0 \\
0 \\
0
\end{pmatrix}, \quad \mathcal{Q}^v(J,I) = \begin{pmatrix}
0 \\
0 \\
- J^x \\
- J^y \\
0 \\
0 \\
0 \\
0
\end{pmatrix}, \quad \mathcal{Q}^w(J,I) = \begin{pmatrix}
J^z I^w_3 \\
J^y I^w_3 \\
-J^x I^w_3 \\
- J^y I^w_3
\end{pmatrix}.
\]
Finally, we calculate the last component of the conservation laws, the matrix of first minors of the Jacobian
\[
\mathcal{J} = \frac{\partial (\tilde{x}, \tilde{y}, \tilde{z})}{\partial (x, y, z)} |_{\text{frame}}.
\]
Thus,
\[
\mathcal{M}_\mathcal{J} = \begin{pmatrix} 
v_y w_z - v_z w_y & v_x w_z - v_z w_x & v_x w_y - v_y w_x \\
v_x w_z - u_z w_y & u_x w_z - u_z w_x & u_x w_y - u_y w_x \\
v_x w_y - u_y w_x & u_x v_z - u_z v_x & u_x v_y - u_y v_x \\
\end{pmatrix}.
\]
Thus, the conservation laws are
\[
d(\text{Ad}(\rho)^{-1} (v_1(J, I) \ v_2(J, I) \ v_3(J, I)) \mathcal{M}_\mathcal{J} d^2\tilde{x}) = 0,
\]
where \(d^2\tilde{x}\) is defined in (57).

5. The role of the frame in the integration of the Euler–Lagrange system

If a Lagrangian is invariant under a Lie group action, then the Euler–Lagrange equations will be expressible in terms of the invariants of the action, and can therefore be viewed as differential equations for the generating invariants. It should be noted, however, that these cannot always be solved using standard techniques as the invariant differential operators can involve expressions in the original variables. Once these have been solved for the generating invariants, there remains the problem of finding the solutions to the Euler–Lagrange system in the original variables; if a generating invariant is of the form \(I^K = I(u^K_{\alpha})\), then there will still be \(K\) degrees of integration to obtain \(u^\alpha\). On the other hand, if the frame \(\rho\) is known, then we will have
\[
u^\alpha = \rho^{-1} \cdot I^\alpha, \quad \alpha = 1, \ldots, q,
\]
(86)
where the action $\cdot$ is the group action specific to $u^\alpha$; this is true even in the case that $I^\alpha = c$ is a normalization equation for some constant $c$.

In the texts [17, 19], it is explained in detail how to write down the so-called curvature matrices, $Q_j = D_j \varrho \varrho^{-1}$, $j = 1, \ldots, p$, where $\varrho$ is any matrix representation of the frame $\rho$, in terms of the invariants $I^K_\alpha$, knowing only the normalization equations and the infinitesimals of the group action. Further, the set $\{Q_j \mid j = 1, \ldots, p\}$ are compatible in the sense that

$$D_i Q_j - D_j Q_i = [D_i, D_j] \varrho \varrho^{-1} + [Q_i, Q_j] = \sum_k A_{ij}^k Q_k + [Q_i, Q_j]$$

where the $A_{ij}^k$ are given explicitly in (22). Thus, we can write down the matrices

$$\tilde{Q}_j = D_j Ad(\rho) Ad(\rho)^{-1} \quad (87)$$

directly in terms of the generating invariants. Once we have solved the Euler–Lagrange equations for the generating invariants, then the matrices $\tilde{Q}_j$ are known, and we thus have $p$ compatible equations for the frame,

$$D_i Ad(\rho) = \tilde{Q}_i Ad(\rho), \quad i = 1, \ldots, p. \quad (88)$$

We note that if one has solved for the frame using the normalization equations in terms of the derivative terms $u^K_\alpha$, then the equations $u^\alpha = \rho^{-1} \cdot I^\alpha$, $\alpha = 1, \ldots, q$, are a tautology. One needs the frame as a function of the independent variables without reference to the $u^K_\alpha$ in order to obtain the desired solutions to the differential equations.

Thus far, these results may be applied to any Lie group invariant system of equations. One solves the equations for the generating invariants, yielding the matrices $\tilde{Q}_i$ as functions of the independent variables. One then solves (88) for the frame and then, finally, applied the inverse of the frame to the $I^\alpha$ to arrive at the $u^\alpha$. Examples of this process are detailed in [17]. Knowing that the conservation laws can be written in terms of the frame and the invariants, can ease the second integration step for the frame. Indeed, in the one-dimensional case, the conservation laws are first integrals. As we have indicated in the examples, both in the Introduction of this paper and in [8, 9], if the Adjoint representation is not trivial and has been solved for in terms of the $u^K_\alpha$, then a far simpler second integration step may be achieved.

Instead of solving the differential equations (88) for $\rho$, which may be difficult if the $D_i$ involve the $u^K_\alpha$ as happens in the examples, we propose the following. The conservation laws are, by Stokes’ Theorem, integral equations for the frame which hold on the boundary of any topologically simple domain, such as a simplex of a mesh. One can thus use a numerical quadrature method to obtain an algebraic
system for $Ad(\rho)$ on say, particular sets of points on the faces, Edges, and vertices of a mesh; this will then yield values of the $u^a$ on those points. The use of the conservation laws in the numerical solution of the Euler–Lagrange system remains to be explored, and will be left to future work.

6. Conclusion

In [8, Theorem 3], it was shown that for Lagrangians which are invariant under a certain group action, and whose independent variables are left unchanged by that action, the conservation laws can be written as the product of the Adjoint representation of a moving frame for the Lie group action and vectors of invariants; in this new format, the laws are handled and analysed more easily.

In this paper we have generalized this result to include cases where the independent variables of a Lagrangian participate in the action. The structure of these conservation laws differs from the ones in [8, Theorem 3] by a matrix factor, which represents the action on the $(p-1)$-forms, and by some invariant terms in the vectors of invariants, $\nu_i(J, I)$.

It is interesting to note that from (38) we know that

$$d(Ad^{-1}(\nu_1, \ldots, \nu_p)M_{\mathcal{J}}d^{p-1}\hat{x}) = 0$$

is equivalent to

$$\sum_{i=1}^{p} \mathcal{D}_i(Ad^{-1}\nu_i I(d^p x)) = 0,$$

which simplifies to an equivalent form of the Euler–Lagrange system,

$$\sum_{i=1}^{p} (\mathcal{D}_i(\nu_i) - \tilde{Q}_j \nu_i + c_i(J, I)\nu_i) = 0,$$

where $\tilde{Q}_j = \mathcal{D}_i(Ad(\rho))Ad^{-1}(\rho)$ is the invariant curvature matrix defined in (87), and $c_i(J, I)$ is the coefficient of $I(d^p x)$ in $\mathcal{D}_i(I(d^p x))$.

Our rewrite of Noether’s conservation laws brings insight into the structure of the laws. Using invariants and a frame usually condenses the number of terms needed to write down the laws, and makes explicit their structure by using the same invariants as those needed to write down the Euler–Lagrange equations. Further, we have shown how these results can aid the (numerical) solution of the Euler–Lagrange system.

The structure of the conservation laws presented in this paper rely on symmetries arising from point transformations. At the present time, we do not know if these can be generalized or adapted to the case of generalized symmetries. This would certainly be an interesting topic to research in the future.
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Appendix A.

In this appendix, we give the proof of Lemma 5 which shows how an element \( g \in G \) acts on a differential form. Furthermore, we state and prove an adaptation of the result on the Adjoint action as induced on the generating vector fields presented in [17, Theorem 3.3.10].

Proof of Lemma 5. We have

\[
d\tilde{x}_j \wedge (-1)^{k-1} d\tilde{x}_1 \ldots \tilde{x}_k \ldots d\tilde{x}_p = \begin{cases} 
\frac{d\tilde{x}_1}{d\tilde{x}} \ldots \frac{d\tilde{x}_p}{d\tilde{x}} = \det \left( \frac{d\tilde{x}}{d\tilde{x}} \right) dx_1 \ldots dx_p, & j = k, \\
0, & \text{else.}
\end{cases}
\]

Note that we can write

\[
(-1)^{k-1} d\tilde{x}_1 \ldots \tilde{x}_k \ldots d\tilde{x}_p
\]
as

\[
\sum_{\ell=1}^{p} (-1)^{k+\ell-2} Z_{\ell}^k dx_1 \ldots \tilde{x}_\ell \ldots dx_p
\]
and therefore,

\[
d\tilde{x}_j \wedge (-1)^{k-1} d\tilde{x}_1 \ldots \tilde{x}_k \ldots d\tilde{x}_p = \sum_{\ell=1}^{p} \frac{d\tilde{x}_j}{d\tilde{x}_\ell} (-1)^{k-1} Z_{\ell}^k dx_1 \ldots dx_p
\]

\[
= \delta_{jk} \det \left( \frac{d\tilde{x}}{d\tilde{x}} \right) dx_1 \ldots dx_p,
\]
that is

\[
\sum_{\ell=1}^{p} \frac{d\tilde{x}_j}{d\tilde{x}_\ell} (-1)^{k-1} Z_{\ell}^k = \delta_{jk} \det \left( \frac{d\tilde{x}}{d\tilde{x}} \right). \tag{A.1}
\]

Now (A.1) implies that

\[
(-1)^{k-1} Z_{\ell}^k = \left( \left( \frac{d\tilde{x}}{d\tilde{x}} \right)^{-1} \right)_{\ell k} \det \left( \frac{d\tilde{x}}{d\tilde{x}} \right),
\]
as \((d\tilde{x}/d\tilde{x})^{-1}(d\tilde{x}/d\tilde{x}) = (d\tilde{x}/d\tilde{x})(d\tilde{x}/d\tilde{x})^{-1} = I\).
THEOREM 7. Let \((a_1, \ldots, a_r)\) be coordinates on the Lie group \(G\) and let the infinitesimal vector field with respect to the coordinate \(a_j\) be given as
\[
v_j = \mathcal{E}_j D_x + \mathcal{Q}_j \nabla u_j^a,
\]
where \(\mathcal{E}_j = (\xi_j^1, \ldots, \xi_j^p)\), \(\mathcal{Q}_j = (Q_j^1, \ldots, Q_j^q, D_1 Q_j^1, \ldots)\), \(D_x = (D_1, \ldots, D_p)\) and \(\nabla u_j^a = (\partial_{u_j^1}, \ldots, \partial_{u_j^q}, \partial_{a_j^1}, \ldots)\). Let \(\text{Ad}(g)\) be the Adjoint representation of \(G\) with respect to the \(v_j\). Then the action of \(g \in G\) on \(v_j\) is
\[
g \cdot \left( \left( \mathcal{E}_j(z) \mathcal{Q}_j(z) \left( \frac{D_x}{\nabla u_j^a} \right) \right) \right) = \left( \mathcal{E}_j(\tilde{z}) \mathcal{Q}_j(\tilde{z}) \right) \left( \left( \frac{d\tilde{x}}{dx} \right)^{-T} \right) \left( \frac{\partial \tilde{u}_j^a}{\partial \tilde{x}} \right)^{T} \mathcal{X}^{-1} \left( \frac{\partial \tilde{x}}{\partial \tilde{x}} \right)^{T} \mathcal{X}^{-1} \left( \frac{du_j^a}{dx} \right)^{T} + \mathcal{Y}^{-1} \right) \right) \times \left( D_x \right) \nabla u_j^a, \tag{A.2}
\]
where
\[
\mathcal{X} = \left( \frac{\partial \tilde{x}}{\partial x} \right)^{T} - \left( \frac{\partial \tilde{u}_j^a}{\partial \tilde{x}} \right)^{T} \left( \frac{\partial \tilde{x}}{\partial \tilde{u}_j^a} \right)^{T},
\]
\[
\mathcal{Y} = \left( \frac{\partial \tilde{u}_j^a}{\partial \tilde{x}} \right)^{T} - \left( \frac{\partial \tilde{u}_j^a}{\partial \tilde{x}} \right)^{T},
\]
\[
O = \text{zero matrix}.
\]

Furthermore,
\[
\text{Ad}(g) \mathcal{E}(z) = \mathcal{E}(\tilde{z}) \left( \frac{d\tilde{x}}{dx} \right)^{-T} - \mathcal{Q}(\tilde{z}) \left( \frac{\partial \tilde{u}_j^a}{\partial \tilde{x}} \right)^{-T} \left( \frac{\tilde{x}}{\partial \tilde{u}_j^a} \right)^{T} \mathcal{X}^{-1} \tag{A.3}
\]
and
\[
\text{Ad}(g) \mathcal{Q}(z) = \mathcal{Q}(\tilde{z}) \left( \left( \frac{\partial \tilde{u}_j^a}{\partial \tilde{x}} \right)^{-T} \left( \frac{\tilde{x}}{\partial \tilde{u}_j^a} \right)^{T} \mathcal{X}^{-1} \left( \frac{du_j^a}{dx} \right)^{T} + \mathcal{Y}^{-1} \right) \tag{A.4}
\]

Note that here \(u_j^a = (u, u_j)\).

Proof. We know that
\[
g \cdot \left( \nabla x \nabla u_j^a \right) = \left( \frac{\partial \tilde{x}}{\partial x} \frac{\partial \tilde{x}}{\partial \tilde{u}_j^a} \right)^{-T} \left( \frac{\partial \tilde{x}}{\partial \tilde{x}} \frac{\partial \tilde{u}_j^a}{\partial \tilde{u}_j^a} \right) \left( \nabla x \nabla u_j^a \right), \tag{A.5}
\]

where
where
\[
\left( \begin{array}{cc}
\frac{\partial \tilde{x}}{\partial x} & \frac{\partial \tilde{x}}{\partial u_j^\alpha} \\
\frac{\partial \tilde{u}_j^\alpha}{\partial x} & \frac{\partial \tilde{u}_j^\alpha}{\partial u_j^\alpha}
\end{array} \right)^{-T} = \begin{pmatrix}
\mathcal{X}^{-1} & -\left( \frac{\partial \tilde{x}}{\partial x} \right)^{-T} \left( \frac{\partial \tilde{u}_j^\alpha}{\partial u_j^\alpha} \right)^T \mathcal{Y}^{-1}
\end{pmatrix},
\]
which was calculated using a result in [10, 11] since we assume \( \partial \tilde{x}/\partial x \) and \( \partial \tilde{u}_j^\alpha/\partial u_j^\alpha \) are nonsingular.

Letting \( g \in G \) act on \( D_x \), we obtain
\[
g \cdot D_x = \nabla_\tilde{x} + \left( \frac{d\tilde{u}_j^\alpha}{dx} \right)^T \nabla_\tilde{u}_j^\alpha = \mathcal{X}^{-1} \nabla_x - \left( \frac{\partial \tilde{x}}{\partial x} \right)^{-T} \left( \frac{\partial \tilde{u}_j^\alpha}{\partial u_j^\alpha} \right)^T \mathcal{Y}^{-1} \nabla_\tilde{u}_j^\alpha
\]
\[
+ \left( \frac{d\tilde{x}}{dx} \right)^{-T} \left( \frac{d\tilde{u}_j^\alpha}{dx} \right)^T \left[ -\left( \frac{\partial \tilde{u}_j^\alpha}{\partial u_j^\alpha} \right)^{-T} \left( \frac{\partial \tilde{x}}{\partial u_j^\alpha} \right)^T \mathcal{X}^{-1} \nabla_x + \mathcal{Y}^{-1} \nabla_\tilde{u}_j^\alpha \right]
\]
\[
= \left( \frac{d\tilde{x}}{dx} \right)^{-T} \left( \begin{pmatrix}
\partial \tilde{x}/\partial x \\
\partial \tilde{u}_j^\alpha/\partial u_j^\alpha
\end{pmatrix}
\right)^T \left( \begin{pmatrix}
\nabla_x \\
\nabla_\tilde{u}_j^\alpha
\end{pmatrix}
\right)
\]
\[
- \left( \begin{pmatrix}
\partial \tilde{u}_j^\alpha/\partial x \\
\partial \tilde{u}_j^\alpha/\partial u_j^\alpha
\end{pmatrix}
\right)^T \left( \begin{pmatrix}
\nabla_x \\
\nabla_\tilde{u}_j^\alpha
\end{pmatrix}
\right)
\]
\[
= \left( \frac{d\tilde{x}}{dx} \right)^{-T} \left( \mathcal{X} \mathcal{X}^{-1} \nabla_x + \left( \frac{d\tilde{u}_j^\alpha}{dx} \right)^T \mathcal{Y} \mathcal{Y}^{-1} \nabla_\tilde{u}_j^\alpha \right)
\]
\[
= \left( \frac{d\tilde{x}}{dx} \right)^{-T} D_x.
\]

Note that we have used \( D_x = \nabla_x + (d\tilde{u}_j^\alpha/dx)^T \nabla_\tilde{u}_j^\alpha \) and the chain rule.

From (A.5) we already know what the action of \( g \in G \) is on \( \nabla_\tilde{u}_j^\alpha \); we just need to substitute \( \nabla_x \) by \( D_x - (d\tilde{u}_j^\alpha/dx)^T \nabla_\tilde{u}_j^\alpha \) to obtain
\[
g \cdot \nabla_\tilde{u}_j^\alpha = -\left( \frac{\partial \tilde{u}_j^\alpha}{\partial u_j^\alpha} \right)^{-T} \left( \frac{\partial \tilde{x}}{\partial u_j^\alpha} \right)^T \mathcal{X}^{-1} D_x
\]
\[
+ \left[ \left( \frac{\partial \tilde{u}_j^\alpha}{\partial u_j^\alpha} \right)^{-T} \left( \frac{\partial \tilde{x}}{\partial u_j^\alpha} \right)^T \mathcal{X}^{-1} \left( \frac{d\tilde{u}_j^\alpha}{dx} \right)^T + \mathcal{Y}^{-1} \right] \nabla_\tilde{u}_j^\alpha.
\]
This completes the proof of (A.2).

Since \( v_j = \mathcal{E}_j D_x + \mathcal{Q}_j \nabla u_j \) can be written as \( \mathcal{E}_j \nabla_x + \Phi_j \nabla u_j \), by [17, Theorem 3.3.10] we know that

\[
\text{Ad}(g) \left( \mathcal{E}(z) \mathcal{Q}(z) \right) \left( \frac{D_x}{\nabla u_j} \right) = \left( \mathcal{E}(\tilde{z}) \mathcal{Q}(\tilde{z}) \right) \times \left( \begin{array}{c} \frac{d\tilde{x}}{dx} \\ \frac{\partial \tilde{u}_j}{\partial u_j} \end{array} \right)^T \chi^{-1} \left( \begin{array}{c} \frac{\partial \tilde{x}}{\partial u_j} \\ \frac{\partial \tilde{u}_j}{\partial u_j} \end{array} \right)^T \chi^{-1} \left( \frac{du_j}{dx} \right)^T + \mathcal{Y}^{-1} \left( \frac{D_x}{\nabla u_j} \right);
\]

from this we can easily read the results (A.3) and (A.4). \( \square \)
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