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Comparisons of General Linear Groups and
their Metaplectic Coverings I
Paul Mezo

Abstract. We prepare for a comparison of global trace formulas of general linear groups and their
metaplectic coverings. In particular, we generalize the local metaplectic correspondence of Flicker
and Kazhdan and describe the terms expected to appear in the invariant trace formulas of the above
covering groups. The conjectural trace formulas are then placed into a form suitable for comparison.

1 Introduction

This paper provides the framework for a comparison of global trace formulas
[Mez00]. The trace formulas pertain to general linear groups and their metaplectic
coverings. The framework consists of three broad topics: the description and gen-
eralization of the local metaplectic correspondence; the definition and grouping of
the local terms occurring in the trace formulas; and the introduction of the invariant
trace formula of Arthur for metaplectic coverings.

In Sections 2–4 we recapitulate and expand upon the local results of Flicker and
Kazhdan [FK86]. For a number field F containing the n-th roots of unity, we define
the orbit map,

γ 7→ γ ′,

which is a map from the general linear group over a local completion Fv to its n-
fold metaplectic covering G̃L(r, Fv). This map preserves conjugacy classes and is the
foundation of all our correspondences. There is a dual map

f̃ 7→ f̃ ′,

from the Hecke space of G̃L(r, Fv) to the Paley-Wiener space of GL(r, Fv), which
matches orbital integrals compared under the orbit map. The local metaplectic cor-
respondence amounts to a map,

π̃ 7→ π̃ ′,

from certain tempered representations of G̃L(r, Fv) to tempered representations of
GL(r, Fv), which satisfies the character identity,

tr
(
π̃( f̃ )

)
= f̃ ′(π̃ ′).

We make two assumptions in these sections. The first is that the local metaplectic
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General Linear Groups and their Metaplectic Coverings 93

correspondence commutes with parabolic induction as claimed in [FK86, Proposi-
tion 26.2]. The second is that the trace Paley-Wiener theorem holds for G̃L(r, Fv) (cf.
[BDK86]). Metaplectic coverings of the general linear group over the real numbers
are not considered although they are well-understood [AH97].

The local terms in Arthur’s invariant trace formula depend on the normalization
of intertwining operators between induced representations. This is the subject of
Section 5. We show that the intertwining operators for the metaplectic coverings can
be suitably normalized by following [AC89, Section 2 II]. The argument depends on
the Plancherel formula for G̃L(r, Fv). The proof of this formula has not been written
out, but can be seen to follow from the proof for GL(r, Fv) once the observations at
the beginning of Section 5 are taken into consideration.

The local terms of the geometric side of the invariant trace formula are considered
in Sections 6–8. These terms are distributions parameterized by conjugacy classes.
They are grouped according to the orbit map in Section 6, and the groupings IΣ

M(γ)
are shown to preserve properties of descent and splitting. In Section 7 we assume
that the construction and properties of the local geometric terms pass to metaplectic
coverings. From these terms we define the distributions IM

M (γ) that are expected to
match IΣ

M(γ). Descent and splitting properties are proven for IM
M (γ) as well. In or-

der to compare IM
M (γ) and IΣ

M(γ) using the invariant trace formula, we must show
that the geometric distributions which occur in the trace formula for the metaplectic
coverings, but are not of the form IM

M (γ), are inconsequential. Ideally, every such
distribution could be shown to vanish. In Section 8 we show that the ideal situation
holds only if n is relatively prime to the positive integers less than or equal to r. Con-
versely, we show that if n is relatively prime to an additional integer, which depends
on the metaplectic covering, then the ideal situation holds.

The conjectural invariant trace formula for a metaplectic covering of the general
linear group is given in Section 9. This formula is conjectural not because of any
expected complications in its proof; rather, because its proof is very long. The most
formidable hurdle in its proof is quite possibly the trace Paley-Wiener theorem for
metaplectic coverings (cf. [BDK86]). Due to the volume of the material, the reader
is assumed to be familiar with the basic notions of the invariant trace formula for
reductive groups. We close the paper by placing the geometric sides of the invariant
trace formulas of G̃L(r,A) and GL(r,A) in a form that is suitable for comparison
under the orbit map.

In the sequel to this work, the invariant trace formula for G̃L(r,A) is placed into
the form

∑
M∈L

|W M
0 | |W G

0 |−1
∑

γ∈(M(F))F,S/µM
n

aM̃(S, γ ′)IM
M (γ, f̃ )

=
∑

M∈L

|W M
0 | |W G

0 |−1
∑
t≥0

∫
Π(M̃,t)

aM̃(π̃)IM̃(π̃, f̃ )dπ̃,
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and the invariant trace formula for GL(r,A) is placed into the form∑
M∈L

|W M
0 | |W G

0 |−1
∑

γ∈(M(F))F,S/µM
n

aM(S, γ)IΣ
M(γ, f̃ )

=
∑

M∈L

|W M
0 | |W G

0 |−1
∑
t≥0

∫
ΠΣ(M,t)

aM,Σ(π̃)IΣ
M(π̃, f̃ )dπ̃.

The interesting terms in these formulas are of two types: local and global. The lo-
cal terms, which are each identified by an “I”, are distributions defined in terms of
weighted orbital integrals and weighted characters. The global terms, which are each
distinguished by an “a”, are constants which depend on the automorphic nature of
the representations and the rational geometry of the groups. In the sequel, we show
that, under some conditions on γ, π̃ and the order of the covering, we have the equal-
ities,

IM
M (γ, f̃ ) = IΣ

M(γ, f̃ ),

IM̃(π̃, f̃ ) = IΣ
M(π̃, f̃ ),

of local distributions, and the equalities,

aM̃(S, γ ′) = aM(S, γ),

aM̃(π̃) = aM,Σ(π̃),

of global terms. Moreover, it is shown there that the final equality implies a cor-
respondence between the automorphic representations of G̃L(r,A) and those of the
Levi subgroups of GL(r,A). This correspondence constitutes what is usually known
as a weak lift of automorphic representations. However, in the case that a correspond-
ing representation is a cuspidal automorphic representation of GL(r,A) the lifting is
actually a strong lift.

Portions of this paper appeared in the author’s thesis [Mez98]. The author would
like to thank J. Arthur for his encouragement and the Max-Planck-Institut für Math-
ematik in Bonn for its generous support.

2 Preliminaries

We begin by briefly describing metaplectic coverings of the general linear group as in
[FK86, Section 2]. We then fix Haar measures and define some vector spaces which
are fundamental to the representation theory of our groups.

Let n be a positive integer and let F be a totally imaginary number field containing
the group µn of n-th roots of unity. If n ≥ 3 then the condition that F be totally
imaginary is superfluous. The completion of F at a valuation v is denoted by Fv,
and its absolute value, which is determined by Haar measure, is denoted by | · |v.
Throughout, S denotes a finite set of valuations of F. Let FS be the ring

∏
v∈S Fv and

set
|γ|S =

∏
v∈S

|γv|v, γ =
∏
v∈S

γv ∈ FS.
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We write A for the adele ring of F.
We take r ≥ 2 to be an integer and write G for the algebraic group GL(r). Clearly,

GL(r) is defined over F. Thus we may form the group of F- or Fv-valued points of
G. They are G(F) = GL(r, F) and G(Fv) = GL(r, Fv) respectively. F also embeds
diagonally into FS and so we may form the group of FS-valued points of G. This is
simply G(FS) =

∏
v∈S GL(r, Fv). The adele group of GL(r, F) is denoted by G(A).

We now recall the construction of the metaplectic coverings as in [FK86, Sec-
tion 2]. For each valuation v, there are two-cocycles,

σmv : G(Fv)× G(Fv)→ µn, 0 ≤ m ≤ n− 1.

If v is archimedean, that is Fv = C, then σmv is the trivial cocycle.
Suppose v is nonarchimedean. Then these cocycles are “twists” of Matsumoto’s

cocycle σ0v. In this case there exists a compact open subgroup K0
v and a Borel func-

tion,
κv : K0

v → µn,

such that

σmv(k1, k2) =
κv(k1k2)

κv(k1)κv(k2)
, k1, k2 ∈ K0

v .

According to [FK86, property (2.2)], we have

(1) σmv(u1γ1, γ2u2) = σmv(γ1, γ2), γ1, γ2 ∈ G(Fv), u1, u2 ∈ U (Fv),

where U (Fv) is the subgroup of upper-triangular unipotent elements in G(Fv). From
(1) and the equation preceding it, it follows [FK86, paragraph 1, p. 59] that

κv(uγ) = κv(γu) = κv(γ), γ ∈ G(Fv), u ∈ U (Fv) ∩ K0
v .

We use this equation to extend κv to the open set U (Fv)K0
v U (Fv). We then extend κv

to a Borel function on G(Fv) by setting κv equal to one outside of U (Fv)K0
v U (Fv).

Define the cocycle τmv by

τmv(γ1, γ2) = σmv(γ1, γ2)
κv(γ1)κv(γ2)

κv(γ1γ2)
, γ1, γ2 ∈ G(Fv),

if v is nonarchimedean, and by τmv = σmv otherwise. By definition, τmv is cohomol-
ogous to σmv. It follows immediately from our choice of κv and (1) that

(2) τmv(u1γ1, γ2u2) = τmv(γ1, γ2), γ1, γ2 ∈ G(Fv), u1, u2 ∈ U (Fv).

Furthermore, τmv is trivial when restricted to K0
v × K0

v .
The cocycle τmv yields a central extension,

1→ µn → G̃m(Fv)→ G(Fv)→ 1,

called an n-fold metaplectic covering of G(Fv). Note that G̃m(Fv) is not identical to
the extension investigated in [KP84], [KP86] and [FK86], which is defined from just
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σmv. Nevertheless, G̃m(Fv) shares all of the relevant properties of the extension used
in these works. We fix m and write G̃(Fv) in place of G̃m(Fv). The n-fold metaplectic
covering,

1→ µn
i→ G̃(FS)

p
�

s
G(FS)→ 1,

is defined by way of the two-cocycle τS =
∏

v∈S τmv. It is comforting to keep in mind
that, as a set, G̃(FS) is equal to G(FS) × µn. The maps of the above sequence may
therefore be expressed more concretely by

i(ζ) = (1, ζ), p(γ, ζ) = γ, and s(γ) = (γ, 1),

for all γ ∈ G(FS) and ζ ∈ µn. Multiplication is given by

(γ1, ζ1)(γ2, ζ2) =
(
γ1γ2, ζ1ζ2 τS(γ1, γ2)

)
, γ1, γ2 ∈ G(FS), ζ1, ζ2 ∈ µn.

Given a subgroup H of G(FS), we write H̃ for p−1(H). We say that G̃(FS) splits
over H if H̃ is isomorphic to H × µn as a group. The group G̃(C) splits over G(C).

One can also form the product, τ =
∏

v τmv, over all valuations of F to obtain a
two-cocycle, which gives rise to an n-fold metaplectic covering G̃(A) of G(A). The
previous notions for G̃(FS) have obvious parallels for G̃(A). It is important to realize
that G̃(A) splits over G(F). The splitting homomorphism,

s0 : G(F)→ G̃(A),

is given by

(3) s0(γ) = s(γ)i
(∏

v

κv(γ)−1
)
, γ ∈ G(F).

Suppose v is nonarchimedean. We define the orbit map,

(4) G0(Fv)
′→ G̃(Fv),

as the map given in [FK86, Section 4]. If n is odd then G0(Fv) = G(Fv) and the orbit
map is given by

γ ′ = s(γ)n = (γ, 1)n, γ ∈ G(Fv).

If n is even then G0(Fv) is a dense open subset of G(Fv) and

γ ′ = u(γ)s(γ)n = (1,±1)(γ, 1)n, γ ∈ G0(Fv),

where u is a class function taking values in i(µ2). At the archimedean places, we
define the orbit map by

γ 7→ γ ′ = s(γ)n = s(γn), γ ∈ G(C).
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The orbit map is so called, because it preserves conjugacy classes, i.e., orbits under
the action of conjugation. The orbit map extends to maps on dense subsets of G(FS)
and G(A) by acting on each factor. We abuse notation by denoting these maps by ′
and referring to them as “the orbit map” as well.

We shall concern ourselves primarily with the regular semisimple elements and
conjugacy classes of G̃(FS). We therefore define Greg to be the set of regular and
semisimple elements in G. The sets Greg (F) and Greg (FS) are the respective subsets
of F- and FS-valued points of Greg . Set G̃reg (FS) = p−1

(
Greg (FS)

)
. Taking the orbit

map into consideration we define the set,

Goreg (FS) = {γ ∈ G(FS) : γn ∈ Greg (FS)}.

In the terminology of [Vig81, Section 1.i], the image of Goreg (FS) under the orbit map
is contained in the set of ordinary regular elements of G̃(FS) [FK86, Proposition 3].
Flicker and Kazhdan use the word good in place of ordinary [FK86, Section 8].

Let M0 be the diagonal subgroup of G. The set of Levi subgroups of G containing
the minimal Levi subgroup M0 is denoted by L. We reserve the letter M for an ele-
ment of L. As usual, the center of M is denoted by AM . The set of Levi subgroups
of some element L ∈ L, which also contain M ⊂ L, is written as LL(M). Similarly,
the set of parabolic subgroups of L with Levi component M ⊂ L is written as PL(M).
We shall suppress the superscript “G” in these notations so that L(M) = LG(M) and
P(M) = PG(M). Given a parabolic subgroup P ∈ P(M), we write UP for its unipo-
tent radical. Let P0 be the subgroup of upper-triangular matrices in G. Its unipotent
radical UP0 is the subgroup of upper-triangular unipotent matrices. Clearly, we may
adelize or take the FS-valued points of these groups. We therefore write M(FS), M(A),
etc. without further comment.

The following decomposition of M will be useful in inductive arguments made
later on. Recall that there exist positive integers, r1, . . . , r`, and subgroups, M(1) ∼=
GL(r1), . . . ,M(`) ∼= GL(r`), of M such that

∑`
i=1 ri = r and

(5) M = M(1)× · · · ×M(`).

For each valuation v we fix a maximal compact subgroup Kv of G(Fv) as follows.
If v is nonarchimedean set Kv = GL(r,Rv), where Rv is the ring of integers of Fv. If
Fv = C then Kv is the unitary group U (r,C). Set KS =

∏
v∈S Kv.

In order to perform harmonic analysis on these groups without any ambiguity, we
endow them with measures. Fix measures on M(FS) and UP(FS), where P ∈ PL(M),
L ∈ L(M) as in [Art81, Section 1]. If H is a subgroup of G(FS) with a fixed Haar
measure dh, we choose dh̃ to be the unique Haar measure on H̃ satisfying

dh̃ ◦ p−1 = n · dh.

We define quotient measures as follows. Given subgroups H1 ⊂ H2 of G(FS) with a
fixed measure on H1 \ H2, we define the measure on H̃1 \ H̃2 to be the pull-back of
the measure on H1 \H2 via the obvious homeomorphism,

H̃1 \ H̃2 → H1 \H2.
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We close this section with a description of some vector spaces which are basic
to representation theory. Let X(M) be the group of rational characters of M. Set
aM = HomZ

(
X(M),R

)
, a∗M = HomR(aM ,R) and a∗M,C = HomR(aM ,C). The group

X(M) embeds into a∗M,C as a lattice. Fix a Euclidean norm on aM0 , which is invariant

under W G
0 , the Weyl group of (G,AM0 ). There is an obvious embedding of aM into

aM0 and we endow aM with the Euclidean norm obtained from this embedding by
restriction. This norm provides a measure on aM .

As usual, we define the homomorphism,

HM : M(FS)→ aM ,

by the equation,

e〈HM (γ),ξ〉 =
∏
v∈S

|ξ(γv)|v, γ =
∏
v∈S

γv ∈ M(FS), ξ ∈ X(M).

The composition of HM with p is evidently a homomorphism of M̃(FS) into aM .
This product formula allows us to generalize the above homomorphisms to apply
to M(A) and M̃(A) as well. These maps provide the spaces M(A)1 = ker(HM) and
M̃(A)1 = ker(HM ◦ p) with measures.

Suppose that γ belongs to either M(FS) or M(A). Then

(6) HM

(
p(γ ′)

)
= HM(γn) = nHM(γ).

This equation motivates the definition of the isomorphism of aM defined by

X 7→ X ′ = n−1X, X ∈ aM ,

and the adjoint isomorphism of a∗M,C defined by

λ 7→ λ ′ = nλ.

3 The Local Metaplectic Correspondence

3.1 The General Case

The local metaplectic correspondence is a map from certain representations of G̃(FS)
to representations of G(FS), which also preserves a specific character relation. It also
has dual characterizations in terms of a map of Hecke spaces or Paley-Wiener spaces.
In the case of Hecke spaces, the map preserves an identity of orbital integrals. We
examine each of these characterizations, giving appropriate definitions along the way.

A representation π̃ of M̃(FS) or M̃(A) is said to be genuine if

π̃(γ, ζ) = ζπ̃(γ, 1),

for all ζ ∈ µn and γ in M(FS) or M(A). Let Π
(

M̃(FS)
)

be the set of (equiva-
lence classes of) genuine, irreducible and admissible representations of M̃(FS). Let
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Πtemp

(
M̃(FS)

)
and Πunit

(
M̃(FS)

)
be the subsets of Π

(
M̃(FS)

)
which consist respec-

tively of tempered and unitary representations.
Given M1 ∈ LM , P ∈ PM(M1) and π̃1 ∈ Π

(
M̃1(FS)

)
, we denote the unitarily

induced representation IndM
P π̃1 by π̃M̃

1 . If λ ∈ a∗M1,C then the representation π̃1,λ,
given by

π̃1,λ(γ̃) = π̃1(γ̃)eλ(HM1 (p(γ̃))), γ̃ ∈ M̃1(FS),

belongs to Π
(

M̃1(FS)
)

as well.

Given π̃ ∈ Π
(

M̃(FS)
)

, we denote its central character by ωπ̃ and its distribution
character by Θπ̃ . For γ =

∏
v∈S γv ∈ M(FS), the Weyl discriminant is defined as

DM(γ) =
∏
v∈S

det
(

1− Ad(γv)m/mσv

)
∈ FS.

Here σv is the semisimple component in the Jordan decomposition of γv, and m and
mσv are the respective Lie algebras of M(Fv) and the centralizer of σv in M(Fv).

Suppose v is nonarchimedean, π̃ ∈ Π
(

G̃(Fv)
)

and π ∈ Π
(

G(Fv)
)

. Let d equal
gcd(n, r− 1 + 2rm). Following [FK86, (26.1)], π̃ is said to correspond (or lift) to π if

ωπ̃(γ ′) = ωπ(γ), γ ∈ AG(Fv),

and for any γ ∈ Goreg (Fv),

(7) |DG(γn)|1/2
v Θπ̃(γ ′) =

n|d|1/2
v

d|n|r/2
v

∑
{γ1,γ2:γ ′1 γ2=γ ′}

|DG(γ)|1/2
v Θπ(γ1)ωπ̃(γ2).

The sum on the right is parameterized by γ1 ∈ Gγ(Fv)/AG(Fv) and γ2 ∈
Ãn/d(Fv)/A ′G(Fv). The group Gγ(Fv) is the set of Fv-valued points of Gγ , the cen-
tralizer of γ in G. The set A ′G(Fv) is equal to {γ ′0 : γ0 ∈ AG(Fv)}.

Theorem 27.3 [FK86] implies that there is a map,

(8) Πtemp

(
G̃(Fv)

) ′→ Πtemp

(
G(Fv)

)
,

such that π̃ corresponds to π̃ ′. Proposition 26.2 implies that (8) can be generalized
to a map,

(9) Πtemp

(
M̃(Fv)

) ′→ Πtemp

(
M(Fv)

)
,

which preserves a character relation analogous to (7). In addition, map (9) commutes
with parabolic induction. These results depend on the method of induction delin-
eated in [FK86, Section 26.2]. Unfortunately, a counterexample in [Sun97] shows
that this method is faulty for an arbitrary covering number n. Despite this circum-
stance, we show in the Appendix that under some assumptions on n the method of
Section 26.2 [FK86] is valid. Such assumptions on n shall be made in Part II of this
work. For the time being, we shall assume that the above results are true for any n.
We refer the reader to the Appendix for further analysis of this issue.
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In Section 3.2 we construct a map,

(10) Πtemp

(
M̃(C)

) ′→ Πtemp

(
M(C)

)
,

which preserves a character relation analogous to (7), and commutes with parabolic
induction.

Combining (9) and (10), we define the local metaplectic correspondence (of tem-
pered representations) by

(11)
⊗
v∈S

π̃v
′7→
⊗
v∈S

π̃ ′v,
⊗
v∈S

π̃v ∈ Πtemp

(
M̃(FS)

)
.

The set of genuine standard representations Σ
(

M̃(FS)
)

is defined to be the set

of (equivalence classes of) representations of the form
⊗

v∈S π̃
M̃
v,λv

, where π̃v ∈
Πtemp

(
M̃v(Fv)

)
, λv ∈ a∗Mv

is regular (that is λv(β) 6= 0 for every root β of (G,AMv ))
and Mv ∈ LM , for v ∈ S. We generalize the local metaplectic correspondence to
Σ
(

M̃(FS)
)

by ⊗
v∈S

π̃M̃
v,λv

′7→
⊗
v∈S

(π̃ ′v,λ ′v )M .

It follows from equation (6) and some basic properties of distribution characters
that this map preserves a character relation analogous to that of the local metaplectic
correspondence.

We now extend the local metaplectic correspondence to Π
(

M̃(FS)
)

. By using
the Jacquet modules introduced in [FK86, Section 14], and following the proof of
[Sil78], it can be shown that the Langlands quotient theorem holds for M̃(FS). More
precisely, every π̃ ∈ Π

(
M̃(Fv)

)
may be written uniquely as the quotient of some

induced representation π̃M̃
1,λ, where π̃1 ∈ Πtemp

(
M̃1(Fv)

)
, λ is in a fixed positive

Weyl chamber of a∗M̃1
and M1 ∈ LM . With the Langlands quotient theorem in place,

we may extend map (11) by assigning the Langlands quotient of the representation
π̃M̃

1,λ to the Langlands quotient of (π̃ ′1,λ ′)
M . This prescribes a map

(12) Π
(

M̃(FS)
) ′→ Π

(
M(FS)

)
.

The reader is warned that, unlike the local metaplectic correspondence on
Πtemp

(
M̃(FS)

)
or Σ

(
M̃(FS)

)
, this map does not necessarily preserve any character

relations.
The dual formulation of the local metaplectic correspondence is defined in terms

of Hecke spaces or Paley-Wiener spaces. A function f̃ : M̃(FS) → C is said to be
antigenuine if

f̃ (γ, ζ) = ζ−1 f̃ (γ, 1), γ ∈ M(FS), ζ ∈ µn.

Let C∞c
(

M̃(FS)
)

be the space of antigenuine, smooth and compactly supported func-

tions on M̃(FS). The Hecke space H
(

M̃(FS)
)

is defined to be the subspace of func-

tions in C∞c
(

M̃(FS)
)

which are
(

K̃S∩M̃(FS)
)

-finite under left and right translation.
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Given M1 ∈ LM and f̃ ∈ H
(

M̃(FS)
)

, we define the map, f̃M̃1
on the set

Πtemp

(
M̃1(FS)

)
by

(13) f̃M̃1
(π̃) = tr

(
π̃M̃( f̃ )

)
= tr

(∫
M̃(FS)

π̃M̃(x) f̃ (x) dx

)
.

This definition is justified by the well-known fact that π̃M̃( f̃ ) is a trace-class operator.
Indeed, π̃ is admissible and f̃ has compact support.

The trace Paley-Wiener theorem holds for M̃(C) by [CD84] and the fact that
M̃(C) splits over M(C). We assume that the trace Paley-Wiener theorem of [BDK86]
generalizes to M̃(Fv) for nonarchimedean Fv. Under this assumption we may take the
Paley-Wiener space of M̃(FS) to be

I
(

M̃(FS)
)

=
{

f̃M̃ : f̃ ∈ H
(

M̃(FS)
)}
.

We recall some ideas presented on [AC89, p. 79]. Suppose θ is a continuous linear
map from H

(
M̃(FS)

)
to a topological vector space V. Then θ is said to be supported

on characters if it vanishes on any function f̃ with f̃M̃ = 0. If θ is supported on
characters then there exists a unique continuous map,

θ̂ : I
(

M̃(FS)
)
→ V,

such that
θ̂( f̃M̃) = θ( f ), f̃ ∈ H

(
M̃(FS)

)
.

The map f̃ 7→ f̃M̃1
defined by (13) is supported on characters and factors through a

map φ 7→ φM̃1
from I

(
M̃(FS)

)
to I
(

M̃1(FS)
)

.
The set of valuations S is said to have the closure property if

aM,S = {HM(γ) : γ ∈ M(FS)}

is a closed subgroup of aM . If S contains an archimedean valuation, it has the closure
property. If not, S has the closure property if and only if it is comprised entirely
of valuations which divide a fixed rational prime. For the remainder of this paper,
S is assumed to have the closure property unless otherwise specified. Put ia∗M,S =
ia∗M/i Hom(aM,S,Z). The group ia∗M,S inherits a measure from the Euclidean measure

defined previously on aM . We identify φ ∈ I
(

M̃(FS)
)

with its Fourier transform,

φ(π̃,X) =
∫

ia∗M,S

φ(π̃λ)e−λ(X) dλ.

Define a map f̃ 7→ f̃ ′ from H
(

M̃(FS)
)

to functions in π ∈ Πtemp

(
M(FS)

)
by

(14) f̃ ′(π) =

{
tr
(
π̃( f̃ )

)
, if π̃ ′ = π for some π̃ ∈ Πtemp

(
M̃(FS)

)
0, otherwise.
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It is simple to check that f̃ ′ satisfies the axioms defining the Paley-Wiener space listed
in [BDK86] and [CD84]. Thus f̃ ′ belongs to I

(
M(FS)

)
. We define a map,

I
(

M̃(FS)
) ′→ I

(
M(FS)

)
,

which is compatible with (14), by

φ ′(π,X ′) =
{

ndim(AM )φ(π̃,X), if π̃ ′ = π
0, otherwise

}
, π ∈ Πtemp

(
M(FS)

)
.

Once again, it is a simple matter to check that the image of this map lies in I
(

M(FS)
)

.

To see that this map is compatible with (14), suppose f̃ ∈ H
(

M̃(FS)
)

, π̃ ∈
Πtemp

(
M̃(FS)

)
and X ∈ aM,S. Then we have

( f̃M̃) ′(π̃ ′,X) = ndim(AM ) f̃M̃(π̃,X)

= ndim(AM )

∫
ia∗M,S

tr
(
π̃λ( f̃ )

)
e−λ(X) dλ

= ndim(AM )

∫
ia∗M,S

f̃ ′
(

(π̃λ) ′
)

e−λ(X) dλ

=
∫

ia∗M,S

f̃ ′(π̃ ′λ ′)e−λ
′(X ′) dλ ′

= f̃ ′(π̃ ′,X ′)

as to be desired.
One would hope that map (14) commutes with the map (13). This is indeed the

case, but in order to prove this fact we must describe map (14) purely in terms of
Hecke spaces. The trace Paley-Wiener theorem tells us that for each f̃ ∈ H

(
M̃(FS)

)
there exists f ∈ H

(
M(FS)

)
such that fM = f̃ ′. The relationship between the Hecke

functions, f̃ and f , is expressed in terms of orbital integrals.
Suppose γ̃ ∈ M̃(FS) such that p(γ̃) is semisimple. Let M̃γ̃(FS) denote the central-

izer of γ̃ in M̃(FS). We define

IM̃
M̃ (γ̃, h̃) =

∣∣DM
(

p(γ̃)
) ∣∣ 1/2

S

∫
M̃γ̃(FS)\M̃(FS)

h̃(x−1γ̃x) dx, h̃ ∈ C∞c
(

M̃(FS)
)
.

These integrals converge ([FK86, Section 6], [Art88c, Section 2]) and are called or-
bital integrals. Now suppose that γ̃ has Jordan decomposition γ̃ = σ̃s(u), where
u =

∏
v∈S uv is a unipotent element of M(FS). A general orbital integral is given by

IM̃
M̃ (γ̃, h̃) = lim

a→1
IM̃

M̃

(
σ̃s(an), h̃

)
,

where a =
∏

v∈S av and av is regular, lying in the center of a parabolic subgroup for

which uv is a Richardson element. It is obvious that IM̃
M̃ (γ̃, h̃) depends only on the

conjugacy class of γ̃ in M̃(FS).
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For any valuation v set

ΛM
v (γ) = |n|dim(Mγ)/2

v , γ ∈ M(Fv),

and
ΛM(γ) =

∏
v∈S

ΛM
v (γv), γ =

∏
v∈S

γv ∈ M(FS).

It follows from [FK86, Proposition 27.3], [FK86, Section 24], Section 3.2 and the
normalization of our measures that

(15) IM
M (γ, f ) = ΛM(γ)IM̃

M̃ (γ ′, f̃ ), γ ∈ M(FS) ∩ Goreg (FS),

where f̃ ∈ H
(

M̃(FS)
)

and f ∈ H
(

M(FS)
)

are as above. Any two functions, f̃ ∈
H
(

M̃(FS)
)

and f ∈ H
(

M(FS)
)

, satisfying (15) are said to match.
Using this terminology, we can characterize the image of the local metaplectic cor-

respondence on Πtemp

(
M̃(FS)

)
. An admissible representation π of M(FS) is called

metic if there exist matching functions f̃ ∈ H
(

M̃(FS)
)

and f ∈ H
(

M(FS)
)

such

that tr
(
π1( f )

)
6= 0 for every subquotient π1 of π. Theorem 27.3 of [FK86] and

Proposition 3.1 imply that the image of the local metaplectic correspondence on
Πtemp

(
M̃(FS)

)
is the subset of metic representations in Πtemp

(
M(FS)

)
. (We remark

in passing, that hitherto there has been no direct characterization of arbitrary metic
representations. Flicker and Kazhdan do however provide a characterization of the
metic representations which are induced from irreducible elliptic representations in
[FK86, Section 27.3].)

With our characterization of the image in hand, we can prove that map (13) and
map (14) commute. Suppose f̃ ∈ H

(
M̃(FS)

)
, π ∈ Πtemp

(
M1(FS)

)
and M1 ∈ LM .

Then, by definition

( f̃M̃1
) ′(π) =

{
f̃M̃(π̃M̃), if π = π̃ ′, π̃ ∈ Πtemp

(
M̃1(FS)

)
0, otherwise,

and

( f̃ ′)M1 (π) =

{
f̃M̃(π̃), if πM = π̃ ′, π̃ ∈ Πtemp

(
M̃(FS)

)
0, otherwise

Thus, in order to show that ( f̃M̃1
) ′ = ( f̃ ′)M1 we need only show that π is metic if

and only if πM is metic. If π is metic then πM is metic since the local metaplectic
correspondence commutes with parabolic induction. Conversely, if πM is metic then
there exist matching f̃1 ∈ H

(
M̃(FS)

)
and f1 ∈ H

(
M(FS)

)
such that tr

(
πM( f1)

)
6=

0. Applying a well-known descent property for orbital integrals [FK86, Section 7],
there exist matching functions f1,P̃ ∈ H

(
M̃1(FS)

)
and f1,P ∈ H

(
M1(FS)

)
for P ∈

PM(M1) such that
tr
(
π( f1,P)

)
= tr

(
πM( f1)

)
6= 0.

This means that π is metic.
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3.2 The Complex Metaplectic Correspondence

In this subsection we describe the metaplectic correspondence at a complex valuation
quite concretely. This is done partly as there is only a sketch of the complex meta-
plectic correspondence in the literature [FK86, proof of Theorem 19], and partly to
help with computations in Section 4.

It is well-known [Duf75, 4.4 and 4.5] that

Πtemp

(
M̃(C)

)
=
{
π̃M̃ : π̃ ∈ Πtemp

(
M̃0(C)

)}
.

In other words, Πtemp

(
M̃(C)

)
is the set of unitary principal series representations. A

consequence of this is that any map,

Πtemp (M̃0)→ Πtemp (M0),

which is equivariant under the Weyl group W G
0 of (G,AM0 ), gives rise to a map,

Πtemp (M̃)→ Πtemp (M),

which commutes with parabolic induction. We define an injection,

Πtemp (M̃0)
′→ Πtemp (M0),

by sending π ∈ Πtemp (M̃0) to its composition with the orbit map. Otherwise stated,

π̃ ′(γ) = π̃(γ ′) = π̃n
(

s(γ)
)
, γ ∈ M0(C).

The resulting injection,

Πtemp (M̃)
′→ Πtemp (M),

is also denoted by ′. By using the character formula for induced representations
[Kna86, Proposition 10.18], the reader may readily verify that π̃ ∈ Πtemp

(
M̃(C)

)
corresponds to π̃ ′. Therefore, the previous map is the complex metaplectic corre-
spondence.

Lemma 3.1 A representation π ∈ Πtemp

(
M0(C)

)
lies in the image of the complex

metaplectic correspondence if and only if π is trivial on µM0
n .

Proof Suppose π = π̃ ′ for some π̃ ∈ Πtemp

(
M̃0(C)

)
. Then

π(γ) = π̃
(

s(γ)n
)

= π̃(1) = 1, γ ∈ µM0
n .

Conversely, suppose π is trivial on µM0
n . Suppose ω1, . . . , ωr are unitary characters of

C×. There are numbers λ j ∈ R and k j ∈ Z, 1 ≤ j ≤ r, such that

ω j(r0eiθ) = e2πi(λ j log(r0)+k jθ), r0 > 0, θ ∈ [0, 2π).
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We may represent π as
⊗r

j=1 ω j . Since π is trivial on µM0
n , it follows that ω j is trivial

on µn. This in turn implies that k j must be a multiple of n. Thus the n-th root of ω j

is also a unitary character of C×. It is readily verified that the genuine representation
given by the tensor product of the n-th roots of ω1, . . . , ωr is the preimage of π under
the metaplectic correspondence.

It is not necessarily the case that π ∈ Πtemp

(
M(C)

)
is metic if it is trivial on µM

n ⊂
µM0

n . However, Lemma 3.1 tells us that if π = πM
1 for some π1 ∈ Πtemp

(
M0(C)

)
, then

π is in the image if and only if π1 is trivial on µM0
n . In particular, if π lies in the image,

then it is trivial on µM
n .

We continue by constructing for every f̃ ∈ H
(

G̃(C)
)

a matching function f ∈
H
(

G(C)
)

. Suppose that γ ∈ Goreg (C) has eigenvalues z1, . . . , zr. Then

DG(γn)

DG(γ)
=

ψ(γ)2(
det(γ)

) (n−1)(r−1)
,

where ψ(γ) =
∏

i< j(zn
i − zn

j )/(zi − z j). Since ψ(γ) is a symmetric polynomial in the
eigenvalues of γ, it can be expressed polynomially in terms of the coefficients of the
characteristic polynomial of γ. In particular, ψ extends to a rational function on the
space of r × r matrices. Therefore∣∣∣∣∣ DG(γn)

DG(γ)

∣∣∣∣ 1/2

C

=
ψ(γ)ψ(γ)

| det(γ)|(n−1)(r−1)/2
C

extends to a smooth function on G(C).1 We define a function f ∈ C∞c
(

G(C)
)

by

f (γ) = nr

∣∣∣∣ DG(γn)

DG(γ)

∣∣∣∣ 1/2

C

f̃ (γ ′), γ ∈ G(C).

It is a simple exercise to check that f̃ and f have matching orbital integrals. The Weyl
integration formula provides a means of converting matching orbital integrals into
an identity of characters.

Proposition 3.1 Suppose π̃ ∈ Πtemp

(
M̃0(C)

)
and π ∈ Πtemp

(
M0(C)

)
. Further-

more suppose f̃ ∈ H
(

G̃(C)
)

and f ∈ C∞c
(

G(C)
)

are as above. Then tr
(
πG( f )

)
vanishes unless π is in the image of the metaplectic correspondence. Moreover

tr
(
π̃G̃( f̃ )

)
= tr

(
(π̃G̃) ′( f )

)
.

Proof According to [Kna86, 10.18], the value of the character of πG at γ ∈ M0(C) is

|DG(γ)|−1/2
C

∑
w∈W G

0

π(γw).

1I owe this tidy smoothness argument to the referee of an earlier manuscript.
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Therefore, using the Weyl integration formula [Kna86, 10.27],

tr
(
πG( f )

)
= |W G

0 |−1

∫
M0(C)

|DG(γ)|1/2
C |D

G(γ)|−1/2
C

∑
w∈W G

0

π(γw)IG(γ, f ) dγ

=
∫

M0(C)
π(γ)IG(γ, f ) dγ

= nr

∫
M0(C)

π(γ)IG̃(γ ′, f̃ ) dγ.

In particular, if η ∈ µM0
n then

tr
(
πG( f ′)

)
= nr

∫
M0(C)

π(ηγ)IG̃

(
(ηγ) ′, f̃

)
dγ

= π(η)nr

∫
M0(C)

π(γ)IG̃(γ ′, f̃ ) dγ

= π(η) tr
(
π( f )

)
.

The first assertion of the lemma follows from this equation and Lemma 3.1. The
second assertion follows from

tr
(

(π̃G̃) ′( f )
)

= nr

∫
M0(C)

π̃ ′(γ)IG̃(γ ′, f̃ ) dγ

= n2r

∫
M0(C)

π̃(γ ′)IG̃(γ ′, f̃ ) dγ

=
∫

M̃0(C)
π̃(γ̃)IG̃(γ̃, f̃ ) dγ̃

= tr
(
π̃G̃( f̃ )

)
.

It follows from Proposition 3.1 that the function,

π 7→ tr
(
π( f )

)
, π ∈ Πtemp

(
G(C)

)
,

belongs to I
(

G(C)
)

. Thus, by the trace Paley-Wiener theorem [CD84], f belongs to

H
(

G(C)
)

. Defining f̃ ′ = fG, we see that f̃ ′ satisfies all of the properties appealed to
in Section 3.1.

We conclude the discussion of the metaplectic correspondence over the complex
field with a short lemma.

Lemma 3.2 Suppose f̃ ∈ H
(

G̃(C)
)

and f ∈ H
(

G(C)
)

are as above. Then

f (1) = |n|r
2/2

C f̃ (1).
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Proof It is a straightforward consequence of the definition of the Weyl discriminant
that

f (γ) = nr
∣∣∣det

( n−1∑
k=0

Ad(γ)g/gγ

)∣∣∣ 1/2

C
f̃ (1), γ ∈ Goreg (C).

We may take the limit of this equation as γ ∈ Goreg (C) approaches the identity to
obtain

f (1) = nr
∣∣∣det

( n−1∑
k=0

Ad(1)g/gγ

)∣∣∣ 1/2

C
f̃ (1),

where γ ∈ Goreg (C) is arbitrary. The map Ad(1) acts as the identity on the complex
vector space g/gγ of dimension r2 − r. We therefore have

f (1) = nr|n|(r2−r)/2
C f̃ (1) = |n|r/2

C |n|
(r2−r)/2
C f̃ (1) = |n|r

2/2
C f̃ (1).

4 Comparison of Orbital Integrals at Singular Elements

In this section we show how the identity of orbital integrals (15) may be generalized
to some singular elements of G(FS).

Lemma 4.1 Suppose E is a field and u is a unipotent element of GL(k, E). Then u is
conjugate to un in GL(k, E).

Proof Set us to be the s× s matrix of the form
1 1 0 0

0
. . .

. . . 0
...

. . .
. . . 1

0 · · · 0 1

 .

Jordan canonical form tells us that any unipotent element u of GL(k, E) is conjugate
to us1 0

. . .
0 us j

 ,

for some positive integers, s1, . . . , s j , satisfying
∑ j

i=1 si = k. It therefore suffices to
prove the lemma in the case that j = 1 and u = uk.

Observe that u− 1 is a nilpotent matrix of order k− 1. Now

un − 1 =
(

1 + (u− 1)
) n − 1 =

n∑
i=0

(
n

i

)
(u− 1)i − 1 =

n∑
i=1

(
n

i

)
(u− 1)i .
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From this it is apparent that un − 1 is a nilpotent matrix of order k − 1. Another
application of Jordan canonical form tells us that un is conjugate toub1 0

. . .
0 ubt

 ,

where
∑t

i=1 bi = k. Clearly,ub1 0
. . .

0 ubt

−
1 0

. . .
0 1


is a nilpotent matrix of order max1≤i≤t (bi − 1). This implies that t = 1 and b1 = k,
whence the lemma.

Given a nonarchimedean valuation v and a semisimple element σ ∈ M(Fv), let
UMσ

(Fv) be the set of unipotent elements in Mσ(Fv) and let
(
UMσ

(Fv)
)

be the corre-
sponding set of Mσ(Fv)-conjugacy classes. The latter set is the index set in the Shalika
germ expansion of an orbital integral at σ. Such germ expansions exist for M̃(Fv) as
well [Vig81]. We shall use these germ expansions to compare orbital integrals at
elements which are not regular. As preparation for this, we show that

(
UMσ

(Fv)
)

parameterizes the germs in the Shalika germ expansion for M̃(Fv).

Lemma 4.2 Suppose v is nonarchimedean, γ̃ ∈ G̃(Fv), p(γ̃) has Jordan decomposi-
tion σu and γ̃ = σ̃s(u). Suppose further that σu0 belongs to the closure of the G(Fv)-
conjugacy class of p(γ̃). Then σ̃s(u0) belongs to the closure of the G̃(Fv)-conjugacy class
of γ̃.

Proof We prove the lemma in a special case and leave the details of the general case
to the interested reader. Suppose r = 2, σ1 ∈ F×v , ζ ∈ µn, σ =

(
σ1 0
0 σ1

)
, σ̃ = i(ζ)s(σ),

u =
(

1 1
0 1

)
and u0 is the identity element. Let x ∈ F×v such that |x|v < 1. Denote the

n-th Hilbert symbol of Fv by (·, ·)Fv . Using equation (2) we can show that

s

(
xkn 0
0 1

)
s(u)s

(
xkn 0
0 1

)−1

= s

(
1 xkn

0 1

)
.

Together with Proposition 0.1.5 [KP86], this implies that

lim
k→∞

s

(
xkn 0
0 1

)
σ̃s(u)s

(
xkn 0
0 1

)−1

= i(ζ)s(σ) lim
k→∞

(σ2
1 , x

kn)(1+2m)
Fv

(σ1, x
kn)−1

Fv
(σ1, 1)−1

Fv
s

(
1 xkn

0 1

)
= σ̃.
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In the general case, Gσ(Fv) is isomorphic to
∏k

i=1 GL(mi , Fi), where F1, . . . , Fk are ex-
tensions of Fv [KP86, Section 1]. One can imitate the above computation in
GL(mi , Fi) for each 1 ≤ i ≤ k to obtain the lemma.

In the notation of the previous lemma, Section 1.j [Vig81] tells us that if the clo-
sure of the G(Fv)-conjugacy class of σu is equal to the disjoint union of the G(Fv)-
conjugacy classes of σu1, . . . , σuk then there exist ζ1, . . . , ζk ∈ µn such that the
closure of the G̃(Fv)-conjugacy class of σ̃s(u) is equal to the disjoint union of the
G̃(Fv)-conjugacy classes of i(ζ1)s(σ)s(u1), . . . , i(ζk)s(σ)s(uk). Lemma 4.2 implies
that ζ1 = · · · = ζk and σ̃ = i(ζ1)s(σ). In particular, the closure of the two con-
jugacy classes may be identified by way of the map s acting on the unipotent classes.
Bearing in mind decomposition (5), it follows that,

(
UMσ

(Fv)
)

is an index set for the
germs in the Shalika germ expansion for M̃(Fv) via the map s.

Lemma 4.3 Suppose v is nonarchimedean, and σ ∈ G(Fv) is a semisimple element
which lies in the domain of the orbit map and satisfies Gσ = Gσn . Suppose further that
f̃ ∈ H

(
G̃(Fv)

)
and f ∈ H

(
G(Fv)

)
match. Then

IG(σ, f ) = ΛG(σ)IG̃(σ ′, f̃ ).

Proof According to [Vig81, Corollaire 2.4], [Vig81, Section 3.3] and the remarks
preceding this lemma, we have the following two germ expansions:

IG̃(γ ′, f̃ ) =
∑

u∈(UGσ (Fv))

IG(γn, hu)IG̃(σ ′s(u), f̃ ),

IG(γ, f ) =
∑

u∈(UGσ (Fv))

IG(γ, fu)IG(σu, f ).

In these equations, the element γ belongs to Goreg (Fv) and is taken to be in a very
small open neighborhood of σ depending on f̃ and f . The functions fu, hu ∈
C∞c
(

G(Fv)
)

have the following properties:

IG(σnu1, hu) =
{

1, if u1 = u
0, otherwise

}
,

IG(σu1, fu) =
{

1, if u1 = u
0, otherwise

}
, u, u1 ∈

(
UGσ

(Fv)
)
.

We may assume that

fu(γ1) =
∣∣∣∣ DG(σn)

DG(σ)

∣∣∣∣ 1/2

v

hu(γn
1 ) = |n|(r2−dim(Gσ))/2

v hu(γn
1 ), γ1 ∈ G(Fv)
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[Vig81, Application 1, Section 4.1]. Indeed, for u1 ∈
(
UGσ

(Fv)
)

, we have

IG(σu1, fu) = |DG(σ)|1/2
v

∫
Gσ(Fv)\G(Fv)

fu(x−1σu1x) dx

= |DG(σn)|1/2
v

∫
Gσn (Fv)\G(Fv)

hu(x−1σnun
1x) dx

= IG(σnun
1, hu)

=

{
1, if un

1 = u

0, otherwise,

and by Lemma 4.1, un
1 = u1, so fu satisfies the required property. As a consequence

IG(γ, fu) equals

|DG(γ)|1/2
v

∫
Gγ(Fv)\G(Fv)

fu(x−1γx) dx

= |DG(γn)|1/2
v

∣∣∣∣ DG(γ)

DG(γn)

∣∣∣∣ 1/2

v

|n|(r2−dim(Gσ))/2
v

∫
Gγn (Fv)\G(Fv)

hu(x−1γnx) dx

= |n|(−r2+r+r2−dim(Gσ))/2
v |DG(γn)|1/2

v

∫
Gγn (Fv)\G(Fv)

hu(x−1γnx) dx

= |n|−(dim(Gσ)−r)/2
v IG(γn, hu).

The germ expansion for G is thus

IG(γ, f ) =
∑

u∈(UGσ (Fv))

IG(γn, hu)
(
|n|−(dim(Gσ)−r)/2

v IG(σu, f )
)
.

After applying Lemma 4.1 to the germ expansion for G̃, we obtain

IG̃(γ ′, f̃ ) =
∑

u∈(UGσ (Fv))

IG(γn, hu)IG̃

(
σ ′s(u), f̃

)
.

Let us examine the germ IG(γn, hu) in more detail. According to [Vig81, Section 2.5],

(16) IG(γn, hu) =
∣∣∣∣ DG(σnu)DG(γn)

DGσ (σnu)DGσ (γn)

∣∣∣∣ 1/2

v

IGσ
(γn, hu).

Since σ is central in Gσ(Fv), it follows that IGσ
(γ, hu) satisfies a homogeneity property

[Vig81, Application 2, Section 4.1], namely

IGσ
(γk2

, hu) = |k|dim(Gσu)−r
v IGσ

(γ, hu), k ∈ Z.
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Together with (16), this implies that

IG(γnk2

, hu) = |k|((r2−dim Gσ)/2)+dim(Gσu)−r
v IG(γn, hu).

Hence the germs, IG(γn, hu), for u ∈
(
UGσ

(Fv)
)

, may be said to be homogeneous of
degree dim(Gσu) respectively. It is clear that nonzero germs of different degree are
linearly independent. Now suppose γ ∈ Goreg (Fv) is Fv-elliptic in Gσ(Fv) and is close
to σ. The difference,

ΛG
v (γ)IG̃(γ ′, f̃ )− IG(γ, f )

=
∑

u∈(UGσ (Fv))

(
ΛG

v (γ)IG̃

(
σ ′s(u), f̃

)
− |n|−(dim(Gσ)−r)/2

v IG(σu, f )
)

IG(γn, hu),

vanishes since f̃ matches f . It follows from [Rog83, Proposition 2.1] and [Rog83,
Theorem 2.2] that the germ IG(γn, h1) is not zero. It is also the only germ in this linear
combination of degree dim(Gσ). Its coefficient must vanish by linear independence.
This proves the lemma.

Lemma 4.4 Suppose σ ∈ G(C) is semisimple and Gσ = Gσn . Suppose further that
f̃ ∈ H

(
G̃(C)

)
matches f ∈ H

(
G(C)

)
. Then

IG(σ, f ) = ΛG(σ)IG̃(σ ′, f̃ ).

Proof We first consider the case σ = 1. In this case we must show that

f (1) = |n|r
2/2

C f̃ (1).

This equation was shown in Lemma 3.2 for a specific choice of f matching f̃ . How-
ever, it follows from the Weyl integration formula and the Plancherel formula that
the value at the identity of any function matching f̃ is equal to f (1). Now suppose
that σ ∈ G(C) is any semisimple element satisfying Gσ = Gσn . Since we will only be
considering orbital integrals at semisimple elements, Jordan canonical form allows
us to assume that our orbital integrals taken are taken at elements in M0(C). Clearly,
we may assume that σ ∈ AM(C) for some M ∈ L, so that Gσ = M. Fix P ∈ P(M)
and set f̃ σ

n

P̃ (γ) equal to

∣∣det
(

1− Ad(γσn)
)
|g/m

∣∣ 1/2

C

∫
UP(C)

∫
KC

f̃
(

s(k)−1s(u)−1s(γσn)s(u)s(k)
)

du dk,

where γ ∈ M(C) and m is the (real) Lie algebra of M(C). For γ ∈ M0(C) ∩ Goreg (C)
in a sufficiently small neighborhood Vσ ⊂ M0(C) of the identity, we have γσ ∈
M0(C)∩Goreg (C). It then follows from a standard descent formula [FK86, Section 7]
that

ΛG(γσ)IG̃

(
(γσ) ′, f̃

)
= ΛM(γ)IM̃

M̃ (γ ′, f̃ σ
n

P̃ ), γ ∈ Vσ ∩ Goreg (C).
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After making similar definitions, we find that

IG(γσ, f ) = IM
M (γ, f σP ), γ ∈ Vσ ∩ Goreg (C).

Combining the last two equations with the matching property, we obtain

(17) ΛM(γ)IM̃
M̃ (γ, f̃ σ

n

P̃ ) = IM
M (γ, f σP ), γ ∈ Vσ ∩ Goreg (C).

The functions f̃ σ
n

P̃ and f σP also satisfy the identities,

ΛM(1) f̃ σ
n

P̃ (1) = ΛG(σn)
∣∣det

(
1− Ad(σn)

)
|g/gσn

∣∣ 1/2

C

∫
G̃σ ′ (C)\G̃(C)

f̃ (x−1σ ′x) dx

= ΛG(σn)IG̃(σ ′, f̃ ),

and f σP (1) = IG(σ, f ). The lemma therefore follows if we show that

f σP (1) = ΛM(1) f̃ σ
n

P̃ (1).

According to Section 3.2, there exists a function h ∈ H
(

M(C)
)

matching f̃ σ
n

P̃ ∈
H
(

M̃(C)
)

. From our proof of the case σ = 1 it follows that

h(1) = ΛM(1) f̃ σ
n

P̃ (1).

Thus, if h(1) = f σP (1) the lemma is complete. This last equation follows from the fact
that h(1) is determined by the values of IM

M (·, h) restricted to any neighborhood of the
identity in M0(C). More precisely, there exists a differential operator ∂($) on M0(C)
such that h(1) = ∂($)IM

M (1, h) [Kna86, Theorem 11.17]. Notice that equation (17)
and the matching property imply

IM
M (γ, h) = IM

M (γ, f σP ), γ ∈ Vσ ∩ Goreg (C).

Since Vσ ∩Goreg (C) contains an open subset of Vσ , the previous two equations imply
that

h(1) = ∂($)IM
M (1, h) = ∂($)IM

M (1, f σP ) = f σP (1).

The reader might wonder whether one might be able to remove the hypothesis
Gσ = Gσn from the previous two lemmas. The following example shows that, at least
for Lemma 4.4, this hypothesis cannot be removed. Suppose Fv = C, n = r = 2 and
f̃ ∈ H

(
G̃(C)

)
such that f̃ (1) 6= 0. Let f ∈ H

(
G(C)

)
be the function defined in

Section 3.2. In particular, if γ ∈ G(C) has eigenvalues z1, z2 ∈ C then

f (γ) = |(z1 + z2)2/z1z2|1/2
C f̃ (γ ′).

We know that f̃ matches f . However, for the semisimple element σ = diag(1,−1) ∈
G(C) the equation of Lemma 4.4 does not hold. Indeed, the equation,

f (x−1σx) = 0, x ∈ Gσ(C) \ G(C),
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implies that IG(σ, f ) = 0, but ΛG(σ)IG̃(σ ′, f̃ ) is equal to n4 f̃ (1) (Lemma 3.2), which
by assumption is not zero.

This example suggests that we should restrict ourselves to the comparison of or-
bital integrals at elements in the subset Mcomp (FS) of M(FS), defined by

Mcomp (FS) =
{
γ =

∏
v∈S

γv ∈ M(FS) : Mσv = Mσn
v
, σv semisimple part of γv

}
.

The set Mcomp (FS) is a dense open subset of M(FS).

Lemma 4.5 Suppose γ ∈ G(FS) lies in the domain of the orbit map and has Jordan
decomposition σu. Suppose further that f̃ ∈ H

(
G̃(FS)

)
matches f ∈ H

(
G(FS)

)
.

Then
IG(γ, f ) = ΛG(γ)IG̃(γ ′, f̃ ), γ ∈ Gcomp (FS).

Proof It suffices to prove the lemma in the case that S consists of a single valuation v.
The unipotent element u is contained in the Richardson orbit of some parabolic sub-
group Pσn = MσUσ of Gσ . Let Aσ be the center of Mσ . By equation (2) and defini-
tion (1.3) II [AC89], we have

IG̃(γ ′, f̃ ) = IG̃

(
σ ′s(un), f̃

)
= lim

a→1
IG̃

(
s(an)σ ′, f̃

)
,

where a is regular in Aσ(Fv). We also have the parallel definition,

IG(γ, f ) = IG(σu, f ) = lim
a→1

IG(aσ, f ).

The lemma now follows from these two definitions and the matching of f̃ and f .

5 Normalization of Intertwining Operators and the Plancherel For-
mula

Our goal here is to normalize the intertwining operators between induced repre-
sentations. This is necessary for the definition of the distributions occurring in the
invariant trace formula of Arthur ([Art89] and [Art88a]).

Our method of normalization follows [AC89, Section 2 II]. In particular, we make
use of the Plancherel formula [HC84]. The proof of this formula has not been carried
out for G̃(Fv). We nevertheless assert that the Plancherel formula holds in this case
as well. In what follows, we justify this assertion by listing the properties of reduc-
tive algebraic groups used in the unpublished published proof of Harish-Chandra’s
Plancherel formula [CW] and show that they also hold for G̃(Fv). In this justification
we assume that v is nonarchimedean.

Suppose P ∈ P(M) such that P ⊃ P0. Then G̃(Fv) splits over UP(Fv) by (2). The
splitting homomorphism is s. In other words,

s
(

UP(Fv)
)

= {(u, 1) : u ∈ UP(Fv)}
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is a subgroup of G̃(Fv). Every parabolic subgroup in P(M) is of the form Pw =
w−1Pw for some representative w of the Weyl group W G

0 . It is easy to check that
G̃(Fv) splits over UPw (Fv) = w−1UP(Fv)w with splitting homomorphism sw defined
by

w−1uw 7→ s(w)−1s(u)s(w).

Clearly P̃w(Fv) = M̃(Fv)sw

(
UPw (Fv)

)
as M̃(Fv) is stable under conjugation by s(w).

We define the Jacquet module of an admissible representation (π̃,V ) of finite
length with respect to UPw (Fv) in the following way. Let VUPw be the linear span
of {

π̃
(

sw(w−1uw)
)

v − v : u ∈ UP(Fv), v ∈ V
}
.

It is a consequence of equation (2) that M̃(Fv) normalizes sw

(
UPw (Fv)

)
. Thus M̃(Fv)

stabilizes VUPw . We define the Jacquet module of π̃ with respect to UPw to be the repre-
sentation obtained by twisting the quotient representation V/VUPw with the modular

function δ−1/2
Pw . We denote this representation by π̃UPw . This is a mild generalization

of [FK86, Section 14]. It is left to the reader to check that this definition yields the
expected properties of Jacquet modules.

Another consequence of the splitting of G̃(Fv) over UPw (Fv) is the decomposition,

G̃(Fv) = M̃(Fv)sw

(
UPw (Fv)

)
Kv = M̃(Fv)s(w)−1s

(
UP(Fv)

)
s(w)Kv.

The associated integration formula follows in the usual fashion.
Suppose, for this paragraph only, that w is the representative of W G

0 such that the
opposite parabolic subgroup P̄ is equal to Pw. Then we obtain the Gelfand-Naimark
decomposition, which is a decomposition of an open dense subset of G̃(Fv) as

sw

(
UPw (Fv)

)
M̃(Fv)s

(
UP(Fv)

)
.

Its associated integration formula is given by∫
G̃(Fv)

f̃ (x) dx = γM̃

∫
sw(UPw (Fv))

∫
M̃(Fv)

∫
s(UP(Fv))

f̃ (ūm̃u) du dm̃ dū,

where

(18) γM̃ =
∫

sw(UPw (Fv))
δP

(
mP

(
p(ū)

))
dū = γM

ū = uP(ū)mP(ū)kP(ū), uP(ū) ∈ UP(Fv), mP(ū) ∈ M(Fv) and kP(ū) ∈ Kv. The results
of this paragraph do not rely on the assumption that P ⊃ P0.

The abelian group,

Ãn/d
M (Fv) = {γ̃ ∈ M̃(Fv) : p(γ̃) = γn/d, γ ∈ AM(Fv)},

lies in the center of M̃(Fv) [KP84, Proposition 0.1.1]) and provides a decomposition
of sw

(
UPw (Fv)

)
by way of the adjoint action. Using this decomposition we may define
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a subset Ãn/d
M

−
(Fv) of Ãn/d

M (Fv) as in [Cas93, Section 1.4]. This subset may be used to
examine the asymptotic behavior of matrix coefficients (cf. [Cas93, Section 4]). The
only other ingredient needed to prove the results concerning the asymptotic behavior
of matrix coefficients for G̃(Fv) is the Iwahori factorization for arbitrarily small com-
pact open subgroups. These Iwahori factorizations exist in G̃(Fv), because there exist
arbitrarily small compact open subgroups of G(Fv) over which G̃(Fv) splits [FK86,
Section 2], and Iwahori factorizations hold in G(Fv) [Cas93, Proposition 1.4.4].

The only decomposition which still needs to be addressed for G̃(Fv) is the Cartan
decomposition. This may be recast as

G̃(Fv) =
⋃
γ

KvγÃn/d
M0

(Fv)Kv,

where γ runs over a set of representatives of ÃM0 (Fv)/Ãn/d
M0

(Fv). This union is fi-
nite and disjoint. It is the finiteness which allows us to restrict our attention to

KvÃn/d
M0

(Fv)Kv when proving the convergence of integrals or bounds of certain func-
tions.

We make one further remark concerning bounding functions on G̃(Fv). If f̃ is a
genuine or antigenuine function on G̃(Fv) then clearly

sup
γ̃∈G̃(Fv)

| f̃ (γ̃)| = sup
γ̃∈G̃(Fv)

∣∣ f̃
(

p(γ̃), 1
) ∣∣ = sup

γ∈G(Fv)

∣∣ f̃
(

s(γ)
) ∣∣ .

Therefore, in cases where one is interested in finding uniform bounds of such func-
tions, the techniques of the non-metaplectic groups may be used.

This concludes the discussion of the properties necessary for the proof of the
Plancherel formula. The unpublished proof of [CW] may now be imitated after mak-
ing some apparent definitions.

The normalization of intertwining operators amounts to the definition of func-
tions,

rQ̃|P̃ : Π
(

M̃(FS)
)
× a∗M,C → C, Q, P ∈ P(M),

which satisfy the conditions of [Art89, Theorem 2.1]. These functions are called
normalizing factors. Such normalizing factors exist for general linear groups [Sha84],
[Art89, Section 4]. Since we may take the normalizing factors for Π

(
M̃(FS)

)
to be

the product of the normalizing factors for Π
(

M̃(Fv)
)

, v ∈ S, it suffices to consider
the case that S consists of a single valuation. As mentioned above, we already have
normalizing factors of the form rQ|P. We define candidates for normalizing factors of
metaplectic coverings by setting

rQ̃|P̃(π̃λ) = ΛM(1)1/2ΛG(1)−1/2rQ|P(π̃ ′λ ′),

for all π̃ ∈ Π
(

M̃(FS)
)

and λ ∈ a∗M,C. As indicated in [AC89, Section 2 II] and [Art89,
Sections 2 and 4], there is only one required property which rQ̃|P̃ does not obviously

satisfy. Let Πdisc

(
M̃(Fv)

)
be the subset of representations in Πtemp

(
M̃(Fv)

)
which
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are square-integrable modulo the center of M̃(Fv). The property which remains to
be verified is

r
P̃|

˜̄
P
(π̃λ)r ˜̄

P|P̃
(π̃λ) = J

P̃|
˜̄

P
(π̃λ) J ˜̄

P|P̃
(π̃λ), π̃ ∈ Πdisc

(
M̃(Fv)

)
, λ ∈ a∗M,C.

The right-hand side is, by definition, the inverse of the Harish-Chandra µ-function
µM̃ (not to be confused with the group µM

n ).

Lemma 5.1 (2.1) Suppose π̃ ∈ Πdisc

(
M̃(Fv)

)
and λ ∈ a∗M,C. Then

r
P̃|

˜̄
P
(π̃λ)r ˜̄

P|P̃
(π̃λ) = µM̃(π̃λ)−1.

Proof The normalizing factors for P, as defined in [Sha84], already satisfy the con-
dition of the lemma. Furthermore, µM̃ is meromorphic in a∗M,C. Therefore it suffices
to show that

µM̃(π̃) = ΛM(1)ΛG(1)−1µM(π̃ ′), π̃ ∈ Πdisc

(
M̃(Fv)

)
.

Suppose f̃ ∈ H
(

G̃(Fv)
)

such that

f̃M̃1
(π̃) = 0, π̃ ∈ Πdisc

(
M̃1(Fv)

)
, M1 ∈ L, M1 6= M.

It follows from the Plancherel formula for G̃(Fv) that

f̃ (1) = γM̃

∑
Πdisc (M̃(Fv))/ia∗

M,{v}

∫
ia∗

M,{v}

dM̃(π̃λ)µM̃(π̃λ) f̃M̃(π̃λ) dλ,

where dM̃(π̃λ) is the formal degree of π̃λ. Suppose f ∈ H
(

G(Fv)
)

such that fG = f̃ ′

[FK86, Proposition 27.3]). Then, by Lemma 4.3 and Lemma 4.4, we have

f̃ (1) = IG̃(1, f̃ ) = ΛG(1)−1IG(1, f ).

Combined with the Plancherel formula and equation (18), this equation implies that
f̃ (1) is equal to the product of ΛG(1)−1 with

γM

∑
Πdisc (M(Fv))/ia∗

M,{v}

∫
ia∗

M,{v}

dM(πλ ′)µM(πλ ′) f̃ ′M(πλ ′) dλ ′

= γM̃

∑
Πdisc (M̃(Fv))/ia∗

M,{v}

∫
ia∗

M,{v}

dM
(

(π̃λ) ′
)
µM

(
(π̃λ) ′

)
f̃M̃(π̃λ) dλ ′

= ndim(AM )γM̃

∑
Πdisc (M̃(Fv))/ia∗

M,{v}

∫
ia∗

M,{v}

dM
(

(π̃λ) ′
)
µM

(
(π̃λ) ′

)
f̃M̃(π̃λ) dλ
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Taking the difference of this equation from the earlier Plancherel expansion of f̃ (1)
we find that∫

ia∗
M,{v}

(
dM̃(π̃)µM̃(π̃λ)− dM(π̃ ′)ndim(AM )ΛG(1)−1µM(π̃ ′λ ′)

)
f̃M̃(π̃λ) dλ

vanishes for all π̃ ∈ Πdisc

(
M̃(Fv)

)
. An application of the trace Paley-Wiener formula

(for metaplectic coverings) to this equation implies that

dM̃(π̃)µM̃(π̃) = dM(π̃ ′)ndim(AM )ΛG(1)−1µM(π̃ ′), π̃ ∈ Πdisc

(
M̃(Fv)

)
.

Notice that µG̃ = µG = 1 and so

dG̃(π̃0) = nΛG(1)−1dG(π̃ ′0), π̃0 ∈ Πdisc

(
G̃(Fv)

)
.

It follows in general that

dM̃(π̃) =
∏̀
i=1

dM̃(i)(π̃i) =
∏̀
i=1

nΛM(i)(1)−1dM(i)(π̃ ′i ) = ndim(AM )ΛM(1)−1dM(π̃ ′),

where M = M(1) × · · · × M(`) is decomposition (5) and π̃1, . . . , π̃` are as in the
Appendix. The lemma is now complete.

6 The Distribution IΣ
M(γ)

The invariant trace formula for G contains invariant distributions of the form IM(γ)
parameterized by γ ∈ M(FS). These distributions were introduced in [Art88a, Sec-
tion 2]. The reader is assumed to be familiar with their definitions and properties.
Our goal is to compare these distributions with the analogous distributions on G̃(FS)
using the orbit map. The orbit map is not injective. Consequently we must group the
distributions IM(γ) in terms of the fibers of the orbit map. Since the orbit map raises
elements of G̃(FS) to the n-th power, a good guess would be that we should group the
distributions in terms of the n-th roots of unity µn. According to decomposition (5),

M(FS) ∼= GL(r1, FS)× · · · × GL(r`, FS).

The center of GL(ri , FS) is isomorphic to GL(1, FS). In consequence,

AM(FS) ∼=
∏̀
i=1

GL(1, FS).

Let µM
n be the finite subgroup of AM(FS) corresponding to the subgroup generated

by the diagonal embedding of
∏`

i=1 µn into
∏`

i=1 GL(1, FS). Suppose γ ∈ M(FS),
η ∈ µM

n and that (ηγ) ′ is defined. Then by [KP86, Theorem 4.1 (iii)] we have

(19) (ηγ) ′ = s
(

(ηγ)n
)
κv

(
(ηγ)n

)−1
= γ ′.
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This equation suggests that we ought to group our distributions into µM
n -invariant

sums. The most obvious method is to take the sum,∑
η∈µM

n

IM(ηγ, f ), f ∈ H
(

M(FS)
)
.

This grouping has the shortcoming that if M = G and f̃ ∈ H
(

G̃(FS)
)

then

∑
η∈µG

n

ÎG(ηγ, f̃ ′) = nΛG(γ)IG̃(γ ′, f̃ ) 6= ΛG(γ)IG̃(γ ′, f̃ ), γ ∈ ∩Goreg (FS).

It would be convenient to correct this shortcoming by replacing the sum overµM
n with

the sum over µM
n /µ

G
n . The following two lemmas show that this is indeed possible.

We assume the reader is familiar with the spaces Hac

(
M(FS)

)
and Iac

(
M(FS)

)
of

[Art89, Section 11] and their respective subspaces of moderate functions.

Lemma 6.1 Suppose L ∈ L(M) and φ is a moderate function in Iac

(
M(FS)

)
such

that φ(π) vanishes for all π ∈ Πtemp

(
M(FS)

)
whose central character is not trivial on

µL
n. Then there exists a moderate function f ∈ Hac

(
M(FS)

)
such that fM = φ and f is

invariant under translation by µL
n.

Proof By [Art88a, Lemma 6.1] there exists a moderate function h ∈ Hac

(
M(FS)

)
such that hM = φ. Given η ∈ µL

n, set

hη(γ) = h(ηγ), γ ∈ M(FS).

Since µL
n is contained in the center of M(FS) and the nonzero matrix entries of η ∈ µL

n

have absolute value one with respect to any valuation in S, the KS-finiteness, support
and growth conditions of hη are identical with those of h. Thus, the function given
by

f (γ) = |µL
n|−1

∑
η∈µL

n

hη(γ), γ ∈ M(FS),

is a moderate function in Hac

(
M(FS)

)
. It is simple to see that f satisfies the remain-

ing properties asserted by the lemma.

Lemma 6.2 Suppose L ∈ L(M), η ∈ µL
n and f̃ ∈ H

(
L̃(FS)

)
. Then

ÎL
M(ηγ, f̃ ′) = ÎL

M(γ, f̃ ′), γ ∈ M(FS).

Proof Suppose γ ∈ M(FS) such that Mγ(FS) = Gγ(FS). By Lemma 6.1 we may
choose f ∈ H

(
L(FS)

)
such that fL = f̃ ′ and f is invariant under µL

n. If L = M
then the lemma follows immediately from the µL

n-invariance of f and µL
n ⊂ AL(FS).
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Assume inductively that the lemma holds if L is replaced by L1 ∈ LL(M) such that
L1 $ L. By definition

ÎL
M(ηγ, f̃ ′) = IL

M(ηγ, f )

= JL
M(ηγ, f )−

∑
{L1∈LL(M):L1$L}

ÎL1
M

(
ηγ, φL

L1
( f )
)
.

The first term on the right-hand side satisfies

JL
M(ηγ, f ) = |DL(ηγ)|1/2

S

∫
Lηγ (FS)\L(FS)

f (x−1ηγx)vL
M(x) dx = JL

M(γ, f ),

as f is µL
n-invariant and µL

n ⊂ AL(FS). As for the remaining terms on the right-
hand side, we know by [Art89, Theorem 12.1] that φL

L1
( f ) is a moderate function in

Iac

(
L1(FS)

)
. Furthermore φL

L1
( f ) is defined by

φL
L1

( f )(π) = tr
(
RL

L1
(π)πL( f )

)
, π ∈ Πtemp

(
L1(FS)

)
,

for a certain linear operator RL
L1

(π). Obviously,

φL
L1

( f )(π) = tr

(
RL

L1
(π)

∫
µL

n\L(FS)
f (x)

∑
η∈µL

n

πL(ηx) dx

)
, π ∈ Πtemp

(
L1(FS)

)
.

It follows that φL
L1

( f ) satisfies the hypotheses of Lemma 6.1 and so there exists a

moderate function h ∈ Hac

(
L1(FS)

)
such that hL1 = φL

L1
( f ) and h is invariant under

µL
n. Apparently, µL

n ⊂ µL1
n , so by induction

ÎL1
M

(
ηγ, φL

L1
( f )
)

= IL1
M (ηγ, h) = IL1

M (γ, h) = ÎL1
M

(
γ, φL

L1
( f )
)
.

In consequence, the lemma holds if Mγ(FS) = Gγ(FS). For arbitrary γ ∈ M(FS) we
have [Art88a, (2.2)]

IL
M(ηγ, f ) = lim

{a→1:a∈AM,reg (FS)}

∑
L1∈LL(M)

rL1
M (ηγ, a)IL

L1
(aηγ, f )

= lim
{a→1:a∈AM,reg (FS)}

∑
L1∈LL(M)

rL1
M (ηγ, a)IL

L1
(aγ, f ),

where AM,reg (FS) is the subset of elements in AM(FS) whose centralizer in G is con-
tained in M. The function rL

M(γ, a), defined in [Art88c, Section 5], is easily seen to
be invariant under translation by AL(FS) in the first variable. In particular we have
rL

M(ηγ, a) = rL
M(γ, a). The lemma now follows.

Suppose γ ∈ M(FS). By Lemma 6.2, it makes sense to define the distribution
IΣ

M(γ) on G̃(FS) by

IΣ
M(γ, f̃ ) =

∑
η∈µM

n /µ
G
n

ÎM(ηγ, f̃ ′), f̃ ∈ H
(

G̃(FS)
)
.
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More generally, if L ∈ L(M) then

IL,Σ
M (γ, f̃ ) =

∑
η∈µM

n /µ
L
n

ÎL
M(ηγ, f̃ ′), f̃ ∈ H

(
L̃(FS)

)
.

Two important properties that IM(γ) satisfies are descent [Art88a, Section 8] and
splitting [Art88a, Section 9]. We show that IΣ

M(γ) satisfies these properties as well.

Lemma 6.3 Suppose M and M1 belong to L and M1 ⊂ M. Suppose further that
L ∈ L(M1) such that dG

M1
(M, L) 6= 0. Then the map,

µM
n /µ

G
n × µL

n/µ
G
n → µM1

n /µG
n ,

given by (η1µ
G
n , η2µ

G
n ) 7→ η1η2µ

G
n , is an isomorphism.

Proof If dG
M1

(M, L) 6= 0 as above, then by definition, aM
M1
⊕ aL

M1
∼= aG

M1
[Art88a,

Section 7]. The vector spaces aG
M and aG

L may be regarded as the respective orthogonal
complements of aM

M1
and aL

M1
in aG

M1
. As a consequence we also have aG

M ⊕ aG
L
∼= aG

M1
.

Consider the homomorphism

HM1 : M1(FS)→ aM1 .

It is readily verified that it passes to a homomorphism

HAM1
: AM1 (FS)/AG(FS)→ aG

M1

such that HAM1

(
AM(FS)/AG(FS)

)
⊂ aG

M and HAM1

(
AL(FS)/AG(FS)

)
⊂ aG

L . Accord-
ingly

HAM1

((
AM(FS) ∩ AL(FS)

)
/AG(FS)

)
⊂ aG

M ∩ aG
L = 0.

In other words, |ξ(γ)| = 1 for all γ belonging to the split torus AM(FS)∩AL(FS), and
all characters ξ ∈ X(M1) which are trivial when restricted to G. This implies that
AL(FS) ∩ AM(FS) ⊂ AG(FS). As a result, the multiplication map

AM(FS)/AG(FS)× AL(FS)/AG(FS)→ AM1 (FS)/AG(FS)

is injective. It now follows from the commutative diagram,

µM
n /µ

G
n × µL

n/µ
G
n ↪−→ AM(FS)/AG(FS)× AL(FS)/AG(FS)y y

µM1
n /µG

n ↪−→ AM1 (FS)/AG(FS)

that the map of the lemma is injective. The surjectivity of the map can be seen from
the following equalities.

|µM
n /µ

G
n × µL

n/µ
G
n | = ndim(aG

M )ndim(aG
L ) = ndim(aG

M1
) = |µM1

n /µG
n |.
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Lemma 6.4 Let M, M1 and L be as in Lemma 6.3. The map

µM
n /µ

G
n → µM1

n /µL
n,

given by ηµG
n 7→ ηµL

n for η ∈ µM
n , is an isomorphism.

Proof The proof of this lemma follows from arguments similar to those of
Lemma 6.3.

The following proposition proves a descent property for IΣ
M(γ). For this we need

the notion of an induced space of orbits. Given γ ∈ M(FS) define the induced space
γG to be the union of the G(FS)-conjugacy classes which intersect γUP(FS) in an
open set. Here P ∈ P(M) is arbitrary [Art88c, Section 6]. Since γG is contained in a
single geometric conjugacy class and GL(r) is stable, the induced space γG is a single
conjugacy class which we call the induced conjugacy class of γ.

Proposition 6.1 Suppose M and M1 belong to L with M1 ⊂ M. Moreover suppose
γ ∈ M1(FS). Then

IΣ
M(γM , f̃ ) =

∑
L∈L(M1)

dG
M1

(M, L)ÎL,Σ
M1

(γ, f̃L̃), f̃ ∈ H
(

G̃(FS)
)
.

Proof Suppose η ∈ µM
n . Since η lies in the center of M(FS),

ηγM = {ηγ1 : γ1 ∈ γM}

is a conjugacy class in M(FS). Suppose P ∈ PM(M1). Clearly, left multiplication
by η is a homeomorphism between γUP(FS) and ηγUP(FS). It follows that ηγM is a
conjugacy class of M(FS) which intersects ηγUP(FS) in an open set. In other words
ηγM = (ηγ)M . The descent property for IM(γ) [Art88a, Theorem 8.1] together with
Lemma 6.4 imply that

IΣ
M(γM , f̃ ) =

∑
η∈µM

n /µ
G
n

ÎM(ηγM , f̃ ′)

=
∑

η∈µM
n /µ

G
n

ÎM

(
(ηγ)M , f̃ ′

)
=

∑
L∈L(M1)

dG
M1

(M, L)
∑

η∈µM
n /µ

G
n

ÎL
M1

(ηγ, f̃ ′L )

=
∑

L∈L(M1)

dG
M1

(M, L)
∑

η∈µM1
n /µL

n

ÎL
M1

(ηγ, f̃ ′L )

=
∑

L∈L(M1)

dG
M1

(M, L)ÎL,Σ
M1

(γ, f̃L̃).
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Corollary 6.1 Suppose M and M1 belong to L with M1 ⊂ M. Moreover suppose
γ ∈ M1(FS) and M1,γ = Mγ . Then

IΣ
M(γ, f̃ ) =

∑
L∈L(M1)

dG
M1

(M, L)ÎL,Σ
M1

(γ, f̃L̃), f̃ ∈ H
(

G̃(FS)
)
.

Proposition 6.2 Suppose S is the disjoint union of nonempty sets S1 and S2, and that
f̃ = f̃1 f̃2 ∈ H

(
G̃(FS)

)
, γ = γ1γ2 ∈ M(FS) are corresponding decompositions. Then

IΣ
M(γ, f̃ ) =

∑
L1,L2∈L(M)

dG
M(L1, L2)ÎL1,Σ

M (γ1, f̃1,L̃1
)ÎL2,Σ

M (γ2, f̃2,L̃2
).

Proof We begin by applying the splitting property to the summands of IΣ
M(γ).

IΣ
M(γ, f̃ ) =

∑
η∈µM

n /µ
G
n

ÎM(ηγ, f̃ ′)

=
∑

L1,L2∈L(M)

dG
M(L1, L2)

∑
η∈µM

n /µ
G
n

ÎL1
M (ηγ1, f̃ ′1,L1

)ÎL2
M (ηγ2, f̃ ′2,L2

).

Suppose dG
M(L1, L2) is not zero. By using arguments similar to those of the proof of

Lemma 6.3, it may be established that

µM
n /µ

G
n
∼= µM

n /µ
L1
n × µM

n /µ
L2
n ,

µM
n /µ

G
n
∼= µL1

n /µ
G
n × µL2

n /µ
G
n ,

and µL1
n ∩ µL2

n = µG
n . From µL1

n ∩ µL2
n = µG

n it follows that the homomorphism

µL1
n /µ

G
n → µM

n /µ
L2
n ,

given by ηµG
n 7→ ηµL2

n , is injective. This homomorphism is also surjective as

|µL1
n /µ

G
n | = ndim(a

L1
M )−dim(aG

M ) = ndim(a
L2
M ) = |µM

n /µ
L2
n |.

It may be deduced in the same manner that µL2
n /µ

G
n
∼= µM

n /µ
L1
n . Thus the previous

sum is equal to∑
L1,L2∈L(M)

dG
M(L1, L2)

∑
η1∈µM

n /µ
L1
n

∑
η2∈µM

n /µ
L2
n

ÎL1
M (η1η2γ1, f̃ ′1,L1

)ÎL2
M (η1η2γ2, f̃ ′2,L2

)

=
∑

L1,L2∈L(M)

dG
M(L1, L2)

∑
η1∈µ

L2
n /µG

n

∑
η2∈µ

L1
n /µG

n

ÎL1
M (η1η2γ1, f̃ ′1,L1

)ÎL2
M (η1η2γ2, f̃ ′2,L2

)

=
∑

L1,L2∈L(M)

dG
M(L1, L2)

∑
η1∈µ

L2
n /µG

n

ÎL1
M (η1η2γ1, f̃ ′1,L1

)
∑

η2∈µ
L1
n /µG

n

ÎL2
M (η1η2γ2, f̃ ′2,L2

)

=
∑

L1,L2∈L(M)

dG
M(L1, L2)

∑
η1∈µM

n /µ
L1
n

ÎL1
M (η1γ1, f̃ ′1,L1

)
∑

η2∈µM
n /µ

L2
n

ÎL2
M (η2γ2, f̃ ′2,L2

)

=
∑

L1,L2∈L(M)

dG
M(L1, L2)ÎL1,Σ

M (γ1, f̃1,L̃1
)ÎL2

M,Σ(γ2, f̃2,L̃2
).
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7 The Distribution IM
M (γ)

From here on we assume that the invariant trace formula of [Art88b] is valid for
metaplectic coverings of the general linear group. In particular, we are assuming that
there exist invariant distributions IM̃(γ̃) parameterized by γ̃ ∈ M̃(FS), which are
defined in the same fashion as IM(γ) of the previous section, and also satisfy splitting
and descent properties. We would like to compare these distributions to IΣ

M(γ). To
this end, we define

IM
M (γ, f̃ ) = ΛM(γ)IM̃(γ ′, f̃ ), f̃ ∈ H

(
G̃(FS)

)
,

for all γ ∈ M(FS) in the domain of the orbit map such that Mγ(FS) = Gγ(FS). This
definition is very similar to the definition of IE

M(γ) of (3.8) II [AC89]. Indeed IM
M (γ)

shares most of the properties of IE
M(γ) listed in [AC89, Section 3 II]. We list them

below and invite the reader to verify that the proofs of that section apply to IM
M (γ)

also. From now on we shall tacitly assume that γ belongs to the domain of the orbit
map whenever γ ′ appears.

A mild paraphrase of Lemma 3.1 and Corollary 3.2 II [AC89] implies that

(20) lim
{a→1:a∈AM,reg (FS)}

∑
L∈L(M)

rL
M(γn, a)IM

L (aγ, f̃ ), γ ∈ M(FS)

exists and is equal to

(21) ΛM(γ)
∑

L∈L(M)

cL
M(γn, n)IL̃

(
(γL) ′, f̃

)
.

The functions cL
M(γ, n) are derived from the (G,M) family [Art81, Section 6],

cP(ν, γ, n) =
∏
v∈S

∏
β

|n|−ρ(β,uv)ν(β∨)/2
v , P ∈ P(M),

where γ =
∏

v∈S γv has Jordan decomposition
∏

v∈S σvuv, and the remaining terms
stem from the (G,M) family rP(ν, γ, a) defined in [Art88c, Section 5]. We define
IM

M (γ, f̃ ) to be equal to (20) for general γ ∈ M(FS). It is clear from the proof of
Corollary 3.4 II [AC89] that if γ ∈ M(F) is embedded diagonally into M(FS) and S
contains {v : |n|v 6= 1} then

(22) IM
M (γ, f̃ ) = IM̃(γ ′, f̃ ), f̃ ∈ H

(
G̃(FS)

)
.

The descent property,

(23) IM
M (γ, f̃ ) =

∑
L∈L(M1)

dG
M1

(M, L)ÎL,M
M1

(γ, f̃L̃),

for γ ∈ M1(FS) with M1 ∈ LM and M1,γ = Mγ ; and the splitting property

(24) IM
M (γ, f̃ ) =

∑
L1,L2∈L(M)

dG
M(L1, L2)ÎL1,M

M (γ1, f̃1,L̃1
)ÎL2,M

M (γ2, f̃2,L̃2
),

for γ = γ1γ2 ∈ M(FS) and f̃ = f̃1 f̃2 as in Proposition 6.2 also hold. This is immedi-
ate for γ ∈ M(FS)∩Goreg (FS) and can be established for general γ ∈ M(FS) by using
[Art88a, Corollary 3.2] (see also the end of the proof of Theorem 8.1 [Art88a]).
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8 Geometric Vanishing Properties

As alluded to earlier, we wish to compare IM
M (γ) with IΣ

M(γ). At least in the case
M = G, our wish is partially fulfilled as

IΣ
G (γ, f̃ ) = ÎG(γ, f̃ ′) = ΛG(γ)IG̃(γ ′, f̃ ) = IM

G (γ, f̃ ),

for γ ∈ Goreg (FS) and f̃ ∈ H
(

G̃(FS)
)

. One might wonder whether, in our definition
of IM

G (γ), we are neglecting to take into account the distributions IG̃(γ̃) for which
γ̃ ∈ G̃reg (FS) does not lie in the image of the orbit map. In this regard, Proposition 3

[FK86] tells us that if γ̃ ∈ G̃reg (FS) then IG̃(γ̃) is zero unless p(γ̃) = γ
n/r
0 γn for some

γ0 ∈ AG(FS) and γ ∈ Goreg (FS). This is a local vanishing property for IG̃(γ̃). We shall
extend this local vanishing property to the case M 6= G and arbitrary γ̃ ∈ M̃(FS) in
Lemma 8.3, under an assumption on the order of the metaplectic covering. However,
our real interest lies in proving the global vanishing property, Proposition 8.2, for
which this local vanishing property is just a prelude.

In the context of cyclic base change for GLr, Arthur has proven analogous van-
ishing properties [Art88b, Section 8]. The informed reader should be mindful that
the norm map of orbits in base change maps from the restriction of GLr over a cyclic
extension to GLr, whereas the orbit map used here maps from GLr to one of its meta-
plectic coverings. Thus, in a loose sense, the two maps map in opposite directions.

Lemma 8.1 Suppose v is nonarchimedean, σ̃ is an element of M̃(Fv) such that σ =
p(σ̃) is semisimple, and IM̃(σ̃, f̃ ) 6= 0 for some f̃ ∈ H

(
G̃(Fv)

)
. Then there exist

elements γ0 ∈ AG(Fv) and γ ∈ M(Fv) such that σ = γ
n/d
0 γn.

Proof We will first prove the lemma for M = G. After inverting the germ ex-
pansion for orbital integrals at σ̃ [Vig81, Corollaire 2.4, Section 3.3], we find that
IG̃(σ̃, f̃ ) is a finite linear combination of nonzero orbital integrals of f̃ at elements
in G̃σ̃(Fv) ∩ G̃reg (Fv) close to σ̃. Let δ̃ be one of these elements. By Proposition 3

[FK86], p(δ̃) is equal to γn/d
0 δn for some γ0 ∈ AG(Fv) and δ ∈ Goreg (Fv). By a stan-

dard argument [KP86, Section 1] there exist extensions E1, . . . , Ek of Fv such that

Gδ(Fv) is isomorphic to
∏k

i=1 E×i . Let σi and δi , 1 ≤ i ≤ k, be the respective i-th
components of σ and δ with respect to this isomorphism and regard γ0 as an element

of F×v ⊂ E×i . Applying Hensel’s lemma to the polynomial Xn − γ−n/d
0 σi ∈ Ei[X], we

obtain an element γi ∈ Ei such that |γi − δi |Ei < 1 and γn/d
0 γn

i = σi , 1 ≤ i ≤ k.
It is now clear that the element γ ∈ Gδ(Fv) which maps to (γ1, . . . , γk) under the
above isomorphism and γ0 are the desired elements of the lemma in the case M = G.
For the general case, note that we are assuming that the metaplectic version of (2.3)
[Art88a] holds. Namely, if M̃σ̃(Fv) = G̃σ̃(Fv) then there exists h̃ ∈ C∞c

(
M̃(Fv)

)
such

that for all γ̃ ∈ M̃σ̃(Fv) close to σ̃

IM̃(γ̃, f̃ ) = IM̃
M̃ (γ̃, h̃).

Since the Kv-finiteness of f̃ did not play role in the proof of the case M = G, that
case together with the substitution γ̃ = σ̃ in this equation imply the lemma whenever
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M̃σ̃(Fv) = G̃σ̃(Fv). The lemma now follows for general σ̃ from the definition [Art88a,
(2.2∗)],

IM̃(σ̃, f̃ ) = lim
{a→1:a∈AM,reg (Fv)}

∑
L∈L(M)

rL
M

(
p(σ̃), an

)
IL̃

(
s(an)σ̃, f̃

)
,

and the fact that
L̃s(an)σ̃(Fv) = M̃s(an)σ̃(Fv) = G̃s(an)σ̃(Fv)

for a ∈ AM,reg (Fv) close to the identity.

It is unfortunate that Lemma 8.1 can not be extended to general elements in M̃(Fv)
without some additional hypotheses. To see this, suppose Fv is nonarchimedean,
n = r = 2, m = 0, x, y ∈ F×v , x /∈ F×2

v and γ̃ = s
( x y

0 x

)
. Using Proposition 0.1.5

[KP84] and equation (2), one can compute G̃γ̃(Fv) and show that it is equal to

p−1
(

Gp(γ̃)(Fv)
)

= p−1

({(
z1 z2

0 z1

)
: z1 ∈ F×v , z2 ∈ Fv

})
.

It follows from [Vig81, Section 1.i] that IG̃(γ̃, f̃ ) 6= 0 for some f̃ ∈ H
(

G̃(Fv)
)

. On
the other hand, it is simple to show that if p(γ̃) = γ2 for some γ ∈ G(Fv) then γ must
lie in P0(Fv) and in turn x must lie in F×2

v . Our assumption on x therefore excludes
this possibility.

The pathology in this example stems from the fact that r divides n. In fact, one
can construct similar examples for any n and r for which gcd(i, n) 6= 1, for some
1 < i ≤ r. Thus, n must be relatively prime to the positive integers less than or equal
to r if Lemma 8.1 is to be generalized. The following lemma converts this condition
on n into properties which are compatible with the structure of G(Fv).

Lemma 8.2 Suppose that v is nonarchimedean and that E/Fv is a finite extension such
that n is relatively prime to [E : Fv]. If x ∈ E× such that NE/Fv

(x) ∈ F×n
v then x ∈ E×n.

Proof We first show that E×/E×n ∼= F×v /F×n
v and that we may take coset represen-

tatives of E×/E×n to lie in F×v . The homomorphism, F×v /F×n
v → E×/E×n, given

by
zF×n

v 7→ zE×n, z ∈ F×v ,

is injective. Indeed, suppose z does not belong to F×n, but does belong to E×n. By
Theorem 10 (b), VIII, Section 6 [Lan84], [F(z1/n) : Fv] divides n. Moreover z1/n ∈ E,
so

[E : Fv] = [E : Fv(z1/n)][Fv(z1/n) : Fv].

This contradicts gcd(n, [E : Fv]) = 1. The surjectivity of this map follows at once
from the fact that [KP84, Lemma 0.3.2]

(25) |E×/E×n| = |F×v /F×n
v | = n2/|n|v.
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The enunciation of the lemma amounts to showing the injectivity of the homomor-
phism given by

xE×n 7→
(

NE/Fv
(x)
)

F×n
v = x[E:Fv]F×n

v , x ∈ F×v .

If x[E:Fv]F×n
v = F×n

v and x /∈ F×n
v , then [E : Fv] must divide n2/|n|v by (25), thereby

contradicting gcd([E : Fv], n) = 1. Thus this map is injective.

Lemma 8.3 Suppose v is nonarchimedean and n is relatively prime to r − 1 + 2rm
and all positive integers less than or equal to r. Moreover suppose that γ̃ ∈ M̃(Fv) such
that IM̃(γ̃, f̃ ) 6= 0 for some f̃ ∈ H

(
G̃(Fv)

)
. Then there exists γ ∈ M(Fv) such that

p(γ̃) = γn.

Proof Let σu be the Jordan decomposition of p(γ̃). Suppose M = G. In this case, by
the arguments of [KP86, Section 1], we may take σ to be a block diagonal matrix of
the form 

σ1 0
. . .

σ1

. . .
σk

. . .
0 σk


,

where σi ∈ GL(mi , Fv), 1 ≤ i ≤ k are pairwise distinct, generate respective ex-
tensions Fi/Fv of degree mi and each appear bi times. We proceed by showing that
σi is an n-th power in GL(mi , Fv). Our hypothesis on γ̃ is equivalent to G̃γ̃(Fv) =
p−1(Gp(γ̃))(Fv) (cf. [Vig81, 1.i]). The set p−1(Gp(γ̃))(Fv) contains the diagonal matri-
ces of the form

δ̃ = s



δ1 0
. . .

δ1

. . .
δk

. . .
0 δk


,

where δi ∈ F×v appears mibi times, 1 ≤ i ≤ k. In particular, δ̃ commutes with s(σ).
Let (·, ·)Fv and (·, ·)Fi be the n-th Hilbert symbol of Fv and Fi respectively, 1 ≤ i ≤ k.
Suppose that δ1 = · · · = δk. Then Proposition 0.1.5 [KP84], the fact that δ̃ commutes
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with s(σ) and the properties of the Hilbert symbol imply that

1 =
(

det(σ), δr
1

) 1+2m

Fv

k∏
i=1

(σi , δ
bi
1 )−1

Fi

=
(

det(σ)r(1+2m), δ1

)
Fv

( k∏
i=1

NFi/Fv
(σi)

bi , δ1

)−1

Fv

=
(

det(σ)r−1+2rm, δ1

)
Fv
.

As δ1 ∈ F×v is arbitrary, det(σ)r−1+2rm must lie in F×n
v . It follows from gcd(n,

r − 1 + 2rm) = 1 and (25) that det(σ) ∈ F×n
v . Now fix 1 ≤ j ≤ k and let δ̃ be

such that δi = 1 for 1 ≤ i ≤ k and i 6= j. Then, repeating the above procedure and
noting that n is relatively prime to b j , we find that

1 =
(

det(σ), det
(

p(δ̃)
)) 1+2m

Fv

(σ j , δ
b j

j )−1
F j

=
(

NF j/Fv
(σ j), δ j

)−b j

Fv

=
(

NF j/Fv
(σ j), δ j

)
Fv
.

Consequently NF j/Fv
(σ j) ∈ F×n

v . By Lemma 8.2 and our hypotheses on n we have

σ j ∈ F×n
j . Therefore there exists σ0 j ∈ GL(m j , Fv) such that σn

0 j = σ j , 1 ≤ j ≤ k.
Set σ0 to be the obvious block diagonal matrix composed of the blocks σ01, . . . , σ0k

such that σn
0 = σ. It is evident from the inclusion Gσ0 ⊂ Gσ that we have

Gσ0 (Fv) = Gσ(Fv) ∼=
k∏

i=1

GL(bi , Fi).

Now set u0 = exp
(

1
n log(u)

)
. By construction, un

0 = u and u0 ∈ Gσ(Fv) = Gσ0 (Fv).
The lemma now follows in the case M = G by setting γ = σ0u0. The lemma follows
in the general case by using the arguments near the end of the proof of Lemma 8.1.

The assumption placed on n in Lemma 8.3 will remain to be a restriction in the
comparison of the trace formulas later on.

We can use the local vanishing properties, namely Lemmas 8.1 and 8.3, to prove
global vanishing properties by way of some local-global results on n-th roots in F and
G(F).

Lemma 8.4 Suppose x ∈ F× such that x ∈ F×n
v for almost all valuations v. Then

x ∈ F×n.
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Proof We will prove this lemma by contradiction. To this end, suppose that σ is a
non-trivial element in the Galois group of the abelian extension F(x1/n). (Observe
that F(x1/n) is well-defined since µn ⊂ F.) It is immediate from the hypothesis of
the lemma that the density of the valuations for which σ is the Frobenius automor-
phism is zero. However, the Tchebotarev density theorem [Lan70, VIII, Section 4
Theorem 10] tells us that this density is 1/[F(x1/n) : F].

Lemma 8.5 Suppose that γ ∈ M(F) and that for almost every valuation v of F, there
exists γv ∈ M(Fv) such that γn

v = γ. Then there exists γ0 ∈ M(F) such that γn
0 = γ.

Proof By decomposition (5) of M it suffices to prove the case M = G. Let γ = σu
be the Jordan decomposition of γ. By[KP86, Section 1], we may take the semisimple
element σ to be a block diagonal matrix of the form

σ1 0
. . .

σ1

. . .
σk

. . .
0 σk


,

where σi ∈ GL(mi , F), 1 ≤ i ≤ k, are pairwise distinct, generate respective exten-
sions Fi/F of degree mi and each appear bi times. Clearly, Gσ(Fv) may be identified

with a subgroup of
∏k

i=1 GL(mibi , Fv). Since γv ∈ Gσ(Fv), we may assume that k = 1
without any loss of generality. Let σvuv be the Jordan decomposition of γv. We ob-
viously have σn

v = σ and un
v = u. The latter equation implies that uv = u0 =

exp
(

1
n log(u)

)
∈ G(F) so we need only produce an appropriate semisimple factor.

We first consider the case u 6= 1. Using Jordan canonical form in Gσ(F) ∼= GL(b1, F1)
we may assume that γ is of the form

σ1 1 0 0
0 σ1 ∗ 0
...

. . .
. . . ∗

0 · · · 0 σ1

 ∈ G(F),

where the 1 in the (1, 2) entry represents the m1 × m1 identity matrix. Since σv

commutes with uv = u0, it also commutes with u. This implies that σv is of the formσv0 ∗ ∗
0 σv0 ∗
0 ∗ ∗

 ∈ G(Fv),

for some σv0 ∈ GL(m1, Fv). Consequently, σn
v0 = σ1 for almost every v. If F1 = F

then m1 = 1 and we may apply Lemma 8.4 to σ1 to conclude that there exists σ0 ∈ F×
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such that the n-th power of γ0 = σ0u0 is equal to γ. Otherwise, suppose w1, . . . ,wt

are the valuations of F1 which divide v. Then σ1 is GL(m1, Fv)-conjugate toσ11 0
. . .

0 σ1t

 ,

where σ1i generates the completion F1,wi over Fv, 1 ≤ i ≤ t . This implies that the
centralizer of σ1 in GL(m1, Fv) is isomorphic to

∏t
i=1 F×1,wi

. In accordance with this

last isomorphism, we decompose σv0 as (σv1, . . . , σvt ), where σvi ∈ F×1,wi
, 1 ≤ i ≤ t .

Observe that the map σ1 7→ σ1i corresponds to the embedding F1 ↪→ F1,wi , 1 ≤
i ≤ t . Therefore σ1, regarded as an element of F1, has an n-th root in almost every
completion of F1. Applying Lemma 8.4 (with F replaced by F1) to σ1 proves the case
u 6= 1. Now suppose u = 1 and F1 = F. Then

σr
1 = det(σ) = det(σn

v ) ∈ F×n
v ,

for almost every v. Set c = n/ gcd(n, r). Since Fv contains the gcd(n, r)-th roots of

unity, we have σr/ gcd(n,r)
1 ∈ F×c

v . Furthermore, since r/ gcd(n, r) is relatively prime to
c2/|c|v, the order of F×v /F×c

v (cf. equation (25)), we have σ1 ∈ F×c
v . Lemma 8.4 (with

n replaced by c) implies that σ1 ∈ F×c. The lemma now follows in this case by setting
γ0 to be the block diagonal matrix in G(F) with blocks of the form

0 0 0 σ
1/c
1

1
. . .

. . . 0

0
. . .

. . . 0
0 0 1 0

 ∈ GL
(

gcd(n, r), F
)
.

The remaining case that u = 1 and F1 6= F, is proven similarly, but with the added
complication of using the embeddings F1 ↪→ F1,wi , 1 ≤ i ≤ t , mentioned earlier. We
leave the details to the interested reader.

Corollary 8.1 (Kazhdan-Patterson) Suppose σ ∈ G(F) is semisimple and for almost
every valuation v there exist elements δv ∈ AG(Fv) and σv ∈ G(Fv) such that σ =
δ

n/d
v σn

v . Then there exist δ0 ∈ AG(F) and σ0 ∈ G(F) such that σ = δ
n/d
0 σn

0 .

Proof Our proof follows the sketch on [KP86, p. 226]. Let x = det(σ), yv = det(σv)
and zv ∈ F×v be the scalar corresponding to δv for almost every v. Clearly x =
zrn/d

v yn
v ∈ Fn/d

v . Applying Lemma 8.4 (with n/d in place of n) and recalling that
Fv ⊃ µn ⊃ µn/d, we find that there exists x0 ∈ F× such that x0 = zr

v yd
v for almost

every v. It is simple to verify that r and d are relatively prime. In turn, r and d2,
the order of F×v /F×d

v (cf. equation (25)) whenever |d|v = 1, are relatively prime.
Combining this fact with the equality x0F×d

v = zr
vF×d

v , we conclude that zv = xt
0wd

v
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for some t ∈ Z and wv ∈ F×v for almost every v. We may therefore assume that
δv = δ0 ∈ AG(F). The application of Lemma 8.5 to δ−1

0 σ completes the proof.

The following two lemmas are global vanishing properties (cf. [Art88b, Prop-
osition 8.1]) which follow from the local vanishing properties, Lemma 8.1 and
Lemma 8.3.

Proposition 8.1 Suppose σ̃ ∈ G̃(F) is embedded diagonally into G̃(FS), for some large
finite set of valuations S. Suppose further that p(σ̃) is semisimple. Then

IG̃(σ̃, f̃ ) = 0, f̃ ∈ H
(

G̃(FS)
)
,

unless p(σ̃) = γ
n/d
0 γn for some γ0 ∈ AG(F) and γ ∈ G(F).

Proof Suppose p(σ̃) is not of the form γ
n/d
0 γn for any γ0 ∈ AG(F) and γ ∈ G(F).

Then by Corollary 8.1 we may assume that there exists a nonarchimedean valuation

v1 ∈ S such that p(γ̃) is not of the form δ
n/d
v1 σn

v1
for any δv1 ∈ AG(Fv1 ) and σv1 ∈

G(Fv1 ). The proposition now follows from Lemma 8.1.

Proposition 8.2 Suppose γ̃ ∈ M̃(F) is embedded diagonally into M̃(FS), for some
large finite set of valuations S. Suppose further that the assumption of Lemma 8.3 on n
holds. Then

IM̃(γ̃, f̃ ) = 0, f̃ ∈ H
(

G̃(FS)
)
,

unless p(γ̃) is an n-th power in M(F).

Proof Suppose p(γ̃) is not an n-th power in M(F). Then by Lemma 8.5 we may
assume that there exists a nonarchimedean valuation v1 ∈ S such that p(γ̃) is not
an n-th power in M(Fv1 ). Set S1 = {v1}, S2 = S − {v1} and let f̃ = f̃1 f̃2 be the
corresponding decomposition of f̃ ∈ H

(
G̃(FS)

)
. It follows from Lemma 8.1 that

ÎL̃
M̃(γ̃, f̃1,L̃) = 0, L ∈ L(M).

The proposition follows by combining this equation with the splitting property
[Art88a, Proposition 9.1],

IM̃(γ̃, f̃ ) =
∑

L1,L2∈L(M)

dG
M(L1, L2)ÎL̃1

M̃
(γ̃, f̃1,L̃1

)ÎL̃2

M̃

(
s
(

p(γ̃)
)
, f̃2,L̃2

)
.

9 The Invariant Trace Formula

We set forth the invariant trace formula of a function f̃ ∈ H
(

G̃(A)
)

as the equality
of

(26)
∑

M∈L

|W M
0 | |W G

0 |−1
∑

γ̃∈(s0(M(F)))M̃,S

aM̃(S, γ̃)IM̃(γ̃, f̃ )
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with

(27)
∑

t

∑
M∈L

|W M
0 | |W G

0 |−1

∫
Π(M̃,t)

aM̃(π̃)IM̃(π̃, f̃ ) dπ̃.

It will be convenient to denote (26) as I( f̃ ). This trace formula is extrapolated from
the trace formula given in [Art88b] for reductive algebraic groups. Since non-trivial
metaplectic coverings of algebraic groups are not algebraic, one ought to verify the
results of Arthur for metaplectic groups in order to rigorously assert the existence of
a trace formula as we have done above. There are, lamentably, too many results to be
checked to be included here. Those results which have been checked (Section 5 for
example) follow in a straightforward manner. There is no reason to doubt that the
other results do not follow in the same way. We therefore assume that the invariant
trace formula is correct as stated.

Expansion (27) is known as the spectral side of the trace formula, as its terms
depend on representations of M̃(A). It will be further elaborated upon in [Mez00].
Expansion (26) is known as the geometric side of the trace formula, as its terms
depend (in our case) on conjugacy classes in M̃(FS). Both sides of the trace formula
contain terms which are local, i.e., determined by M̃(FS), and global, i.e., determined
by the subgroup s0

(
M(F)

)
of M̃(A).

The local terms of the geometric side have already been introduced in Sections 6–
7. In order to introduce some of the global terms of the geometric side we per-
form a familiar calculation. Recall that the map s0 given by (3) is a splitting ho-

momorphism for G̃(A) over G(F). Let L2
(

s0

(
G(F)

)
\ G̃(A)

)
be the space of gen-

uine square-integrable functions on G̃(A), which are left-invariant under s0

(
G(F)

)
.

This space admits a theory of automorphic representations through the decomposi-
tion of the (right-)regular representation R of G̃(A). The metaplectic version of the
geometric side of the trace formula originates from the following calculation. Let

ϕ ∈ L2
(

s0

(
G(F)

)
\ G̃(A)

)
. We then have

(
R( f̃ )ϕ

)
(y) =

∫
G̃(A)

f̃ (x)ϕ(yx) dx

=
∫

s0(G(F))\G̃(A)

∑
γ∈s0(G(F))

f̃ (y−1γx)ϕ(γx) dx

=
∫

s0(G(F))\G̃(A)

( ∑
γ∈s0(G(F))

f̃ (y−1γx)
)
ϕ(x) dx.

Roughly speaking, the trace of the operator R( f̃ ) is obtained by integrating the inte-
gral kernel,

(x, y) 7→
∑

γ∈s0(G(F))

f̃ (y−1γx), x, y ∈ s0

(
G(F)

)
\ G̃(A),

over the diagonal.
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Suppose S contains {v : |n|v 6= 1} and f̃ ∈ H
(

G̃(FS)
)

. For nonarchimedean

valuations v define f̃ 0
v by

(28) f̃ 0
v (γ, ζ) =

{
ζ−1, if γ ∈ Kv

0, otherwise

}
, γ ∈ G(Fv), ζ ∈ µn.

We embed f̃ into H
(

G̃(A)
)

by taking its product with
∏

v /∈S f̃ 0
v . If S satisfies some

additional properties, which are given in [Art88b, Section 3], then I( f̃ ) equals∑
M∈L

|W M
0 | |W G

0 |−1
∑

γ̃∈(s0(M(F)))M̃,S

aM̃(S, γ̃)IM̃(γ̃, f̃ ).

The set
(

s0

(
M(F)

))
M̃,S

denotes the set of (M̃, S)-equivalence classes of elements in

s0

(
M(F)

)
[Art86, Section 8]. In the present case

(
s0

(
M(F)

))
M̃,S

is simply the set

of M̃(FS)-conjugacy classes of elements in s0

(
M(F)

)
. Since conjugacy classes play

such an prominent role we shall, for the sake of convenience, often abuse notation by
identifying an element γ ∈ M(FS) with its conjugacy class.

The coefficient aM̃(S, γ̃) requires more explanation. Let σu be the Jordan decom-
position of p(γ̃) ∈ M(F). Set iM(S, σ) = 1 if σ is F-elliptic in M(F), and the M(Fv)-
orbit of σ meets Kv ∩M(Fv) for every valuation v /∈ S. Otherwise set iM(S, σ) = 0.
It follows from the nature of the conjugacy classes of M(FS) and [Art88b, (3.2)] that

(29) aM̃(S, γ) = iM(S, σ)aM̃s0(σ) (S, u).

For a description of aMσ (S, u) see [Art86, Section 7]. The term aM̃s0(σ) (S, u) is defined
analogously.

Let us now contrast the geometric sides of the trace formulas. Consider the sum-
mand of (26) indexed by M = G, namely∑

γ̃∈(s0(G(F)))G̃,S

aG̃(S, γ̃)IG̃(γ̃, f̃ ).

If we are to have any hope in comparing this term with its counterpart,∑
γ∈(G(F))G,S

aG(S, γ)IG̃(γ, f̃ ),

by using the orbit map, then we must eliminate those γ̃ from the former sum such
that γ̃ 6= γ ′ for all γ ∈ G(F). The global vanishing properties, Proposition 8.1 and
Proposition 8.2, were proven with this in mind. However, there is also the additional
concern that the orbit map is not injective. The following lemma determines the
extent to which it is not injective on the elliptic set.

Lemma 9.1 Suppose γ1 and γ2 are F-elliptic in M(F). Then γn
1 is M(Fv)-conjugate

to γn
2 if and only if there exists η ∈ µM

n such that γ1 is M(Fv)-conjugate to ηγ2.
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Proof The “if” direction is trivial to prove. Suppose therefore that γn
1 is M(Fv)-

conjugate to γn
2 . Using decomposition (5) it suffices to prove the lemma in the case

that M = G and γn
1 is actually equal to γn

2 . In this case, there exist extensions E1, E2

of F such that the elliptic torus of G(F) containing γi is isomorphic to E×i , 1 = 1, 2.
Let E = E1 ∩ E2. Regarding γ1 and γ2 as n-th roots of the elements γn

1 , γ
n
2 ∈ E,

it is obvious that E(γ1) is isomorphic to E(γ2) over E. In particular these fields are
isomorphic over F and so any two embeddings of these fields into G(F) must be
conjugate over G(F). Thus a G(F)-conjugate of γ2 lies in the torus isomorphic to
E(γ1). Since this element may also be regarded as a n-th root of γ1 it must be of the
form ηγ1 for some η ∈ µG

n
∼= µn.

Proposition 9.1 (5.1) Suppose the hypotheses of Proposition 8.2 hold and f̃ ∈
H
(

G̃(A)
)

. Then I( f̃ ) is equal to∑
M∈L

|W M
0 | |W G

0 |−1
∑

γ∈(M(F))M,S/µM
n

aM̃(S, γ ′)IM
M̃ (γ, f̃ )

for a sufficiently large finite set of valuations S.

Proof According to Proposition 8.2, the distribution IM̃

(
s0(γ)

)
, γ ∈ M(F), vanishes

unless γ is an n-th power in M(F). From Lemma 9.1, we see that the map,

(
M(F)

)
M,S

/
µM

n
′→
(

s0

(
M(F)

))
M̃,S
,

given by (equation (19), equation (3))

γµM
n 7→ γ ′ = s(γ)ni

(∏
v

κv(γ)−1
) n

= s0(γ)n = s0(γn),

is injective when restricted to the conjugacy classes of F-elliptic elements in M(F).
The proposition now follows from equation (22) and the fact that aM̃

(
S, s0(γ)

)
van-

ishes unless γ is F-elliptic in M(F) (equation (29)).

The trace formula for G(A), which we expect to match I( f̃ ), is

I( f̃ ′) =
∑

M∈L

|W M
0 | |W G

0 |−1
∑

γ∈(M(F))M,S

aM(S, γ)ÎM(γ, f̃ ′).

The following proposition is parallel to Proposition 9.1.

Proposition 9.2 Suppose f̃ ∈ H
(

G̃(A)
)

. Then I( f̃ ′) is equal to

n
∑

M∈L

|W M
0 | |W G

0 |−1
∑

γ∈(M(F))M,S/µM
n

aM(S, γ)IΣ
M(γ, f̃ ).
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Proof Obviously, I( f̃ ′) is equal to∑
M∈L

|W M
0 | |W G

0 |−1
∑

γ∈(M(F))M,S/µM
n

∑
η∈µM

n

aM(S, ηγ)ÎM(ηγ, f̃ ′).

Equation (29) specializes to

(30) aM(S, γ) = iM(S, σ)aMσ (S, u),

for the Jordan decomposition σu of γ ∈ M(F). Since every element of µM
n ⊂ AM(F)

is F-elliptic in M(F) and also lies in Kv ∩M(Fv) for all valuations v, it is immediate
that iM(S, ησ) = iM(S, σ) for all η ∈ µM

n and semisimple σ ∈ M(F). This implies
that aM(S, ηγ) = aM(S, γ) in the above expansion of I( f̃ ′). Explicitly, we have

I( f̃ ′) =
∑

M∈L

|W M
0 | |W G

0 |−1
∑

γ∈(M(F))M,S/µM
n

aM(S, γ)
∑
η∈µM

n

ÎM(ηγ, f̃ ′)

= n
∑

M∈L

|W M
0 | |W G

0 |−1
∑

γ∈(M(F))M,S/µM
n

aM(S, γ)IΣ
M(γ, f̃ ).

10 Appendix: Tensor Products of Metaplectic Representations

Suppose v is a nonarchimedean valuation of F. In [FK86, Section 26.2] a method
of induction from parabolic subgroups of G̃(Fv) is delineated. Recall decomposi-
tion (5),

M = M(i)× · · · ×M(`).

This method of induction relates tensor products of representations of M̃(i)(Fv) to
representations of M̃(Fv). We describe this relationship and prove all of the claims
made in [FK86, Section 26.2] concerning it, under the assumption that n is relatively
prime to ri(1 + 2m)− 1, 1 ≤ i ≤ `. As mentioned earlier, it seems that the claims are
not true in general [Sun97].

Let (·, ·)Fv : F×v ×F×v → µn be the n-th Hilbert symbol on Fv and let B be a maximal
subgroup of F×v with respect to the property that (x1, x2)Fv = 1 for all x1, x2 ∈ B. For
1 ≤ i ≤ `, set

M̃B(i)(Fv) =
{
γ̃ ∈ M̃(i)(Fv) : det

(
p(γ̃)

)
∈ B
}
.

It is a simple matter to check that M̃B(i)(Fv) is a normal subgroup of finite index in
M̃(i)(Fv). Let π̃i be a genuine irreducible admissible representation of M̃(i)(Fv). The
restriction of π̃i to M̃B(i)(Fv) is the sum of conjugates of some irreducible represen-
tation ρ̃i of M̃B(i)(Fv). More precisely,

π̃i |M̃B(i) =
∑
γ

ρ̃γi ,

where the sum runs over representatives γ of cosets in M̃(i)(Fv)/M̃B(i)(Fv) and

ρ̃γi (γ1) = ρ̃i(γγ1γ
−1), γ1 ∈ M̃B(i)(Fv).
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Lemma 10.1 Suppose that n is relatively prime to ri(1 + 2m)−1, 1 ≤ i ≤ `, and that
γ is as above. Then ρ̃i is not equivalent to ρ̃γi unless M(i) ∼= GL(1) or γ ∈ M̃B(i)(Fv).

Proof If M(i) = GL(1) then M̃(i)(Fv) ∼= F×v × µn. In particular M̃(i)(Fv) is
abelian and ρ̃i = ρ̃γi . Suppose that M(i) is not isomorphic to GL(1). By using the
Iwasawa decomposition, it is easy to see that representatives of the quotient
M̃(i)(Fv)/M̃B(i)(Fv) may be taken to be diagonal matrices. Let γ be such a repre-
sentative corresponding to the diagonal elementγ1 0

. . .
0 γri

 ∈ GL(ri , Fv),

and suppose that ρ̃γi is equivalent to ρ̃i . In other words, suppose that there exists a
linear isomorphism T such that

T ◦ ρ̃γi (γ̃) = ρ̃ ′i (γ̃) ◦ T, γ̃ ∈ M̃B(i)(Fv).

Suppose x ∈ B and choose γ̃ ∈ M̃B(i)(Fv) such that p(γ̃) corresponds to the scalar
matrix x 0

. . .
0 x

 ∈ GL(ri , Fv).

By [KP84, Proposition 0.1.5] and the bilinearity of the Hilbert symbol, we have

ρ̃i(γ̃) = T ◦ ρ̃γi (γ̃) ◦ T−1

= T ◦ ρ̃i(γγ̃γ
−1) ◦ T−1

=
((

det(γ), det
(

p(γ̃)
)) 1+2m

Fv

/ ri∏
j=1

(γi , x)Fv

)
T ◦ ρ̃i(γ̃) ◦ T−1.

It may be verified by following [KP84, 0.1.1] that γ̃ is in the center of M̃B(i)(Fv) and
so, by Schur’s lemma, ρ̃i(γ̃) is a nonzero scalar operator. Consequently the above
identity reduces to (

det(γ), x
) ri (1+2m)−1

Fv
= 1.

As n and ri(1 + 2m)− 1 are relatively prime we have
(

det(γ), x
)

Fv
= 1. The element

x ∈ B was chosen arbitrarily so this means that γ ∈ M̃B(i)(Fv).

Continuing with the discussion on tensor products, we set ρ̃ =
⊗`

i=1 ρ̃i . This
representation passes to an irreducible representation of the subgroup

M̃B(Fv) =
{
γ̃ ∈ M̃(Fv) : det

(
p(γ̃)

)
∈ B
}
.
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If M 6= M0 then Lemma 10.1 implies that ρ̃ is inequivalent to any of its conju-
gates by elements in M̃(Fv) − M̃B(Fv). If M = M0, we obtain the same result by
[FK86, Proposition 3]. Applying Mackey’s criterion, we find that the representation
of M̃(Fv) induced from ρ̃ is irreducible. This process may be reversed without dif-
ficulty. Hence, every genuine irreducible admissible representation of M̃(Fv) corre-
sponds to a unique set of genuine irreducible admissible representations of M̃(i)(Fv),
for 1 ≤ i ≤ `.
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