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I. POLYNOMIAL ITERATION

## Hans Schwerdtfeger

(received February 9, 1959)

1. Let $f(x)$ be a real analytic function of the real variable $x$ and $\propto$ a simple root of the equation $f(x)=0$. It is well known that a function $\varphi(x)$ can be associated with the equation in many different ways such that
(i) $\boldsymbol{\alpha}$ is a root of the equation $\varphi(\mathrm{x})=\mathrm{x}$, i.e. $\boldsymbol{\alpha}$ is a fixed point (invariant point) of the function $\varphi(x)$;

$$
\begin{equation*}
\left|\varphi^{\prime}(\alpha)\right|<1 . \tag{ii}
\end{equation*}
$$

Then it is not difficult to prove that the iteration sequence

$$
\mathrm{x}_{1}=\varphi\left(\mathrm{x}_{0}\right), \mathrm{x}_{2}=\varphi\left(\mathrm{x}_{1}\right), \ldots, \mathrm{x}_{n}=\varphi\left(\mathrm{x}_{n-1}\right), \ldots
$$

will have the root $\alpha$ as its limit if the initial term $x_{0}$ is chosen "not too far" from $\alpha$; this means that $x_{0}$ should be a reasonable approximation to the root.

The speed of the convergence of the iteration sequence will depend roughly on the magnitude of the derivative $\varphi^{\prime}(\mathrm{x})$ for x near to $\alpha$; it will be the greater the smaller $\left|\phi^{3}(\mathrm{x})\right|$ is. Thus it is suggested that the condition (ii) should be replaced by

$$
\begin{equation*}
\phi^{\prime}(\alpha)=0, \tag{iii}
\end{equation*}
$$

and also that convergence would be further improved by postulating

$$
\text { (iv) } \quad \varphi^{\prime \prime}(\alpha)=0, \ldots, \phi^{(k)}(\alpha)=0
$$

All the se conditions can be satisfied.
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A simple and for many numerical purposes suitable choice of $\varphi(x)$ is Newton-Raphson's

$$
x-\frac{f(x)}{f^{\prime}(x)}
$$

which satisfies the condition (iii). The convergence of the corresponding iteration is thoroughly discussed by Ostrowski [9]. It may be considered as the first in a series of formulae which successively satisfy the conditions (iv) for increasing natural k (cf. [1]).

An immediate improvement of Newton-Raphson's formula is given by

$$
\varphi(x)=x-\frac{f(x)}{f^{\prime}(x)}+\frac{f(x)^{2}}{f^{\prime}(x)} h(x) \quad \text { (cf. [1] , p. 268) }
$$

where $h(x)$ is an arbitrary function, finite at $x=\boldsymbol{\alpha}$, which can be adapted to the conditions (iv); thus the above mentioned series of formulae can be obtained. This series has the remarkable property that each formula is obtained from the preceding one by simply adding one more term without alterations in the established terms.

If now $f(x)$ is a polynomial one might try to impose on $\varphi(x)$ the condition
(v) $\quad \varphi(\mathrm{x})$ is a polynomial.
C. Domb [3] and A.S. Householder [7] , [8] have shown that in addition to the conditions (i), (iii), (iv) also this condition (v) can be satisfied. In the present note a polynomial $\varphi(x)$ will be constructed by another method and this $\varphi(x)$ will be studied in some special cases.
2. It may be assumed that the given polynomial $f(x)$ has only simple roots. This is no restriction because every polynomial with multiple roots can be turned into one having the same roots simple by an elementary division process. Thus the greatest common divisor $\left(f(x), f^{\prime}(x)\right)=1$. Therefore two polynomials $h(x)$ and $h_{1}(x)$ can be found such that

$$
\begin{equation*}
h_{1}(x) f(x)-h(x) f^{\prime}(x)=1 \tag{1}
\end{equation*}
$$

so that $f(x)$ is a divisor of $1+h(x) f^{\prime}(x)$.

Now let
(2)

$$
\varphi(x)=x+f(x) h(x)
$$

This is a polynomial and $\varphi(\alpha)=\alpha$. Moreover

$$
\begin{equation*}
\varphi^{\prime}(\mathrm{x})=1+\mathrm{f}^{\prime}(\mathrm{x}) \mathrm{h}(\mathrm{x})+\mathrm{f}(\mathrm{x}) \mathrm{h}^{\prime}(\mathrm{x}) \tag{3}
\end{equation*}
$$

and it is evident that $f(x)$ is a divisor of $\varphi^{\prime}(x)$; hence $\varphi^{\prime}(\alpha)=0$. Thus $\varphi(\mathrm{x})$ satisfies the conditions (i), (iii) and (v).

It may be pointed out that the polynomial $h(x)$ is not uniquely defined; therefore it can be adapted to various additional conditions as will be discussed later on. The most general solution of (l) is given by the polynomials

$$
\begin{equation*}
\mathrm{H}(\mathrm{x})=\mathrm{h}(\mathrm{x})+\mathrm{p}(\mathrm{x}) \mathrm{f}(\mathrm{x}), \quad \mathrm{H}_{1}(\mathrm{x})=\mathrm{h}_{1}(\mathrm{x})+\mathrm{p}(\mathrm{x}) \mathrm{f}^{\prime}(\mathrm{x}) \tag{4}
\end{equation*}
$$

where $\mathrm{p}(\mathrm{x})$ is an arbitrary polynomial.
So it remains to determine one special solution $h(x), h_{1}(x)$ of (1). This can always be done by means of the euclidean algorithm which, however, will often be cumbersome with regard to numerical computation. The simplest method to be applied in numerical cases will be the method of unknown coefficients. It is readily seen that if $f(x)$ has the degree $m$, then the polynomials $h(x), h_{1}(x)$ of least possible degree have their degrees not greater than $m-1$ and $m-2$ respectively.

The method may be carried through for a cubic polynomial

$$
f(x)=a_{0} x^{3}+a_{1} x^{2}+a_{2} x+a_{3} \quad\left(a_{0} \neq 0\right)
$$

It is closely related to Sylvester's elimination method for the computation of the discriminant of $f(x)$.

Now let

$$
h(x)=b_{0} x^{2}+b_{1} x+b_{2}, \quad h_{1}(x)=c_{0} x+c_{1}
$$

For the five unknown coefficients $b_{0}, b_{1}, b_{2}, c_{0}, c_{1}$ one obtains from (1) a system of five linear equations the first of which is

$$
c_{o}=3 b_{0} ;
$$

making use of this relation in the other equations one obtains the following four equations in the four unknowns $b_{0}, b_{1}, b_{2}, c_{1}$;

$$
\begin{aligned}
a_{1} b_{0}-3 a_{0} b_{1}+a_{0} c_{1} & =0 \\
2 a_{2} b_{0}-2 a_{1} b_{1}-3 a_{0} b_{2}+a_{1} c_{1} & =0 \\
3 a_{3} b_{0}-a_{2} b_{1}-2 a_{1} b_{2}+a_{2} c_{1} & =0 \\
-a_{2} b_{2}+a_{3} c_{1} & =1 .
\end{aligned}
$$

Their determinant equals

$$
-\Delta=27 a_{0}^{2} a_{3}^{2}-18 a_{0} a_{1} a_{2} a_{3}+4 a_{1}^{3} a_{3}-a_{1}^{2} a_{2}^{2}+4 a_{0} a_{2}^{3}
$$

where $\Delta$ is the discriminant of $f(x)$; and $\Delta \neq 0$ because $f(x)$ has only simple roots. The unknown coefficients are given by

$$
\begin{aligned}
& \Delta \cdot b_{0}=2 a_{0}\left(3 a_{0} a_{2}-a_{1}^{2}\right) \\
& \Delta \cdot b_{1}=7 a_{0} a_{1} a_{2}-9 a_{0}^{2} a_{3}-2 a_{1}^{3} \\
& \Delta \cdot b_{2}=4 a_{0} a_{2}^{2}-3 a_{0} a_{1} a_{3}-a_{1}^{2} a_{2} \\
& \Delta \cdot c_{1}=15 a_{0} a_{1} a_{2}-4 a_{1}^{3}-27 a_{0}^{2} a_{3} .
\end{aligned}
$$

These expressions may be useful for some numerical computations, but they de not seem to lend themselves for the construction ul a practical general formula. They become much simpler in the case that $a_{0}=1, a_{1}=0$; then

$$
\begin{gathered}
\varphi(x)=\frac{1}{\Delta}\left(6 a_{2} x^{5}-9 a_{3} x^{4}+10 a_{2}^{2} x^{3}-3 a_{2} a_{3} x^{2}-36 a_{3}^{2} x+4 a_{2}^{2} a_{3}\right) \\
\Delta=-27 a_{3}^{2}-4 a_{2}^{3}
\end{gathered}
$$

which substantially coincides with Domb's formula (36) in [3]. For a numerical example we refer to this paper.
3. A faster convergence in the iteration will be obtained if one or more of the conditions (iv) is imposed on the polynomial $\phi(\mathrm{x})$. Indeed putting

$$
\begin{equation*}
\Phi(x)=x+H(x) f(x)=x+h(x) f(x)+p(x) f(x)^{2} \tag{5}
\end{equation*}
$$

one can choose $p(x)$ so that not only $\Phi^{\prime}(\alpha)=0$, but also $\Phi^{\prime \prime}(\alpha)=0$. By differentiating (5)

$$
\begin{aligned}
\Phi^{\prime}(x) & =1+h(x) f^{\prime}(x)+f(x)\left(h^{\prime}(x)+2 p(x) f^{\prime}(x)+p^{\prime}(x) f(x)\right) \\
& =f(x)\left(h_{1}(x)+h^{\prime}(x)+2 p(x) f^{\prime}(x)+p^{\prime}(x) f(x)\right)
\end{aligned}
$$

In order to have $\Phi^{\prime}(x)$ divisible by $f(x)^{2}$ it is only necessary to choose $\mathrm{p}(\mathrm{x})$ so that

$$
\begin{equation*}
h_{1}(x)+h^{\prime}(x)+2 p(x) f^{\prime}(x)=q(x) f(x) \tag{6}
\end{equation*}
$$

with a polynomial $\mathrm{q}(\mathrm{x})$. With regard to (1) this condition will be satisfied if

$$
p(x)=\frac{1}{2} h(x)\left(h^{\prime}(x)+h_{1}(x)\right), q(x)=h_{1}(x)\left(h^{\prime}(x)+h_{1}(x)\right)
$$

and by (4)

$$
\begin{aligned}
H(x) & =h(x)+\frac{1}{2} h(x)\left(h^{\prime}(x)+h_{1}(x)\right) f(x) \\
& =h(x)\left(1+\frac{1}{2}\left(1+h(x) f^{\prime}(x)\right)+\frac{1}{2} h^{\prime}(x) f(x)\right) \\
& =\frac{1}{2} h(x)\left(3+\frac{d}{d x}(h(x) f(x))\right)
\end{aligned}
$$

Herewith (5) represents the second in a series of formulae for polynomial iteration.

This could further be improved by choosing instead of $p(x)$ and $\mathrm{q}(\mathrm{x})$ another solution of (6) involving an arbitrary polynomial to be adapted to the condition $\Phi^{\prime \prime \prime}(\alpha)=0$, etc. It has, however, often been pointed out that the gain in an increased speed of the convergence of the iteration will be set off by the greater amount of computational work required in the application of the higher degree formulae. They will therefore not be derived. Cf. [3], [7], [8].
4. The formulae (2) and (5) will now be applied to the equation

$$
f(x)=x^{m}-a, \quad a>0 .
$$

It is readily seen that in this case the polynomials

$$
h(x)=-\frac{x}{m a}, \quad h_{1}(x)=-\frac{1}{a}
$$

will be those of lowest degree to solve equation (1); thus for the iteration, according to (2).

$$
\begin{equation*}
\varphi_{m}(\mathrm{x})=\frac{\mathrm{m}+1}{\mathrm{~m}} \mathrm{x}-\frac{1}{\mathrm{ma}} \mathrm{x}^{m+1} \tag{7}
\end{equation*}
$$

This formula has been given by Hartree [5] and by Domb [3].
To give an idea of its numerical quality let $m=3$

$$
\begin{equation*}
\varphi_{3}(x)=\frac{x}{3}\left(4-\frac{x^{3}}{2}\right) \tag{7}
\end{equation*}
$$

For $a=750$ we find, beginning with $x_{0}=9$ :

$$
x_{1}=\varphi_{3}(9)=9.084, x_{2}=\varphi_{3}(9.084)=9.0856065
$$

which is too large in the sixth decimal because $(9.084)^{4}$ has been computed as $(82.519)^{2}$ instead of $(82.519056)^{2}$ thus showing the disturbing effect on the iteration of a relatively small deviation. The next step, however, puts matters right:

$$
x_{3}=\varphi_{3}(9.0856065)=9.0856030 \ldots
$$

which is the accurate value of $\alpha=\sqrt[3]{750}$ in all the given figures.
Using (5) one obtains an improved formula for the iteration approximating $\alpha=\sqrt[m]{a}$, viz.

$$
\begin{equation*}
\Phi_{m}(x)=\frac{x}{m^{2}}\left(\frac{(2 m+1)(m+1)}{2}-\frac{2 m+1}{a} x^{m}+\frac{m+1}{2 a^{2}} x^{2 m}\right) \tag{3}
\end{equation*}
$$

In particular

$$
\Phi_{3}(x)=\frac{x}{9}\left(14-\frac{7}{a} x^{3}+\frac{2}{a^{2}} x^{6}\right)
$$

and for $\mathrm{a}=750, \mathrm{x}_{\mathrm{O}}=9$ :

$$
x_{1}=\Phi_{3}(9)=9.085568, \quad x_{2}=\Phi_{3}\left(x_{1}\right)=9.08560295 \ldots
$$

Finally we consider a seemingly trivial example where $\mathrm{m}=1$ :

$$
f(x)=a_{0} x-1, \quad a_{0}>0
$$

where the function $\varphi(\mathrm{x})$ will define an iteration approximating the number $\alpha=a_{0}{ }^{-1}$. In this case the two polynomials $h(x)=-a_{0}{ }^{-1}$, $h_{1}(x)=0$ formally satisfy (l); but then the constant function $\phi(x)=x-a_{0}^{-1}\left(a_{0} x-1\right)=a_{0}^{-1}$ does not present a useful formula.

But

$$
h(x)=-x, \quad h_{1}(x)=-1
$$

with regard to (2) yields

$$
\begin{equation*}
\varphi_{1}(x)=2 x-a_{0} x^{2} \tag{9}
\end{equation*}
$$

(cf. Hartree [5] , (18), Householder [6], p. 14).
Choosing $p(x)=x$ we obtain by (4)

$$
H(x)=a_{0} x^{2}-2 x
$$

and thus by (5)

$$
\begin{equation*}
\Phi_{1}(x)=a_{0}^{2} x^{3}-3 a_{0} x^{2}+3 x \tag{10}
\end{equation*}
$$

These formulae (9) and (10) are certainly not of great practical importance; but they will give instructive examples in the following discussion.
5. The domain of convergence of the iteration. For all applications of the iteration formulae it is important to know where the initial value $\mathrm{x}_{\mathrm{O}}$ of the iteration sequence can be chosen to guarantee convergence of the sequence. This question is easy to decide by a look at a sketch of the graph of the function $\varphi(x)=y$ in a cartesian coordinate system. General theorems in this regard can be formulated (cf. [2] , [4], [10] ) ; they are, however, not expedient in the present cases.

We begin with the iterative approximation of $\alpha=a_{0}^{-1}$; with (9) in the form

$$
\varphi_{1}(x)=-a_{0}(x-\alpha)^{2}+\alpha
$$

and

$$
\begin{array}{lll}
\varphi_{1}(0)=0, & \varphi_{1}(\alpha)=\alpha, & \varphi_{1}(2 \alpha)=0 \\
\varphi_{1}^{\prime}(0)=2, & \varphi_{1}^{\prime}(\alpha)=0, & \varphi_{1}^{\prime}(2 \alpha)=-2
\end{array}
$$

it is easy to sketch the graph of $y=\varphi_{1}(x)(f i g l, p .105)$. It cuts the straight line $y=x$ at two points, corresponding to the two fixed points of the function $\varphi_{1}(x)$, viz. $x=0$ and $x=\alpha$. The construction carried out under the graph makes it clear that every sequence $x_{n}=\varphi_{1}\left(x_{n-1}\right)(n=1,2, \ldots)$ beginning with an $x_{0}$ within the open interval $0<x_{0}<2 \alpha$ will have $\alpha$ as its limit. Therefore $\alpha$ is said to be an attractive fixed point of $\varphi_{1}(x)$. Indeed we note that for $0<x_{0}<\alpha$ the sequence $x_{n}$ is monotonic increasing. It is bounded above by $\alpha$ and therefore it has a limit. But this limit must be a fixed point of $\varphi_{1}(x)$; since $\alpha$ is a fixed point and there is no other fixed point between 0 and $\alpha$, it follows that $\lim x_{n}=\alpha$. If $\alpha<x_{0}<2 \alpha$ then $0<\varphi_{1}\left(x_{0}\right)=$ $x_{1}<\alpha$; therefore by using $x_{1}$ instead of $x_{0}$ it follows that also in this case $\mathrm{x}_{\mathrm{n}}$ is increasing and has $\boldsymbol{\alpha}$ as limit. We shall not repeat this argument in later examples when it will be used in slightly varied form.

If $\mathrm{x}_{\mathrm{O}}<0$ or $\mathrm{x}_{\mathrm{O}}>2 \alpha$ then $\mathrm{x}_{\mathrm{n}} \rightarrow-\infty$ as $\mathrm{n} \rightarrow \infty$. The point $\mathrm{x}=0$ being never approached by a sequence $\mathrm{x}_{\mathrm{n}}$ is said to be a repulsive fixed point of $\varphi_{1}(\mathrm{x})$.

Similarly (10) may be written in the form

$$
\Phi_{1}(x)=a_{0}^{2}(x-\alpha)^{3}+\alpha
$$

Fig. 2, p.105, shows a sketch of the graph of this function. It cuts the line $y=x$ in three points, corresponding to the three fixed points $x=0, x=\alpha, x=2 \alpha$ of $\Phi_{1}(x)$. Of these only $x=\alpha$ proves to be attractive and construction and argument employed in the discussion above shows again that for $\mathrm{x}_{\mathrm{O}}$ within the open interval $(0,2 \alpha)$ the sequence $x_{n}=\Phi_{1}\left(x_{n-1}\right)$ is convergent and has $\alpha$ as limit. It is increasing and approaching $\alpha$ from the left side if $0<x_{0}<\alpha$, decreasing if $\alpha<x_{0}<2 \alpha$. The points 0 and $2 \alpha$ are repulsive fixed points and for all $x_{0}<0$ and $>2 \boldsymbol{\alpha}$ the sequence $x_{n}$ tends to $-\infty$ and $+\infty$ respectively as $n \rightarrow \infty$.

It should be noticed that the convergence interval will be the smaller the larger $a_{o}$ is. This reflects on the restricted usefulness of the formulae (9) and (10).
6. Convergence of the root iteration defined by (7). In these cases the situation turns out to be more complicated; essentially different conditions will be found for even and for odd values of $m$. As prototype of the case of an even $m$ we consider
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the function

$$
\varphi_{2}(\mathrm{x})=\frac{3}{2} \mathrm{x}-\frac{1}{2 \mathrm{a}} \mathrm{x}^{3}, \mathrm{a}>0, \alpha=\sqrt{\mathrm{a}}>0 .
$$

The graph cuts the x -axis at three points, viz.

$$
x=0 \text { and } x= \pm \beta_{0}= \pm \sqrt{3} \alpha \quad \text { (cf. fig. 3) }
$$

It has its relative maximum and minimum at $\mathrm{x}=\alpha$ and $\mathrm{x}=-\alpha$ respectively and its point of inflection at $x=0$ where its gradient equals $\varphi_{2}^{\prime}(0)=3 / 2$. It cuts the line $y=x$ in three points corresponding to the three fixed points $\mathrm{x}=-\alpha, \mathrm{x}=0, \mathrm{x}=\alpha$ of which $\alpha$ and $-\alpha$ are seen to be attractive. These data deter mine the shape of the graph as shown in fig. $3, \mathrm{p} 107$.

It is clear that for $0<x_{0}<\alpha \sqrt{3}=\beta_{0}$ the iteration sequence $\mathrm{x}_{\mathrm{n}}=\varphi_{2}\left(\mathrm{x}_{n-1}\right)$ has $\alpha$ as its limit; it approaches $\alpha$ always from the left side. There is, however, an infinity of other entirely disjoint open convergence intervals consisting of points $\mathrm{x}_{\mathrm{O}}$ for which $\mathrm{x}_{\mathrm{n}} \rightarrow \alpha$. In order to describe them let

$$
\psi(y)=\varphi_{2}^{-1}(y)\left(\text { for }|y|>\beta_{0}=\alpha \sqrt{3}\right)
$$

be the inverse function of $\varphi_{2}(x)$ which for the given ranges of the variable $y$ is uniquely defined. Put

$$
\beta_{1}=\psi\left(-\beta_{0}\right), \quad \beta_{2}=\psi\left(-\beta_{1}\right), \quad \beta_{3}=\psi\left(-\beta_{2}\right), \ldots
$$

Then the sequence $x_{n}$ will tend to $\alpha$ if $x_{0}$ is a point of any one of the following open intervals
$I_{+}:\left(0, \beta_{0}\right),\left(-\beta_{1},-\beta_{0}\right),\left(\beta_{1}, \beta_{2}\right),\left(-\beta_{3},-\beta_{2}\right),\left(\beta_{3}, \beta_{4}\right), \ldots$
Indeed, if $-\beta_{1}<x_{0}<-\beta_{0}$, then $x_{1}=\varphi_{2}\left(x_{0}\right)$ is a point of the interval ( $0, \beta_{0}$ ), so that the sequence $x_{n}$ tends to $\alpha$ and $0<x_{n} \leqslant \alpha$ if $n \geqslant 2$. Similarly if $x_{0}$ lies in $\left(\beta_{1}, \beta_{2}\right)$, then $-\beta_{1}<x_{1}<-\beta_{0}$ so that $x_{2}$ lies in $\left(0, \beta_{0}\right)$, etc.

Further it is readily seen that if $x_{0}$ lies in one of the complementary open intervals

$$
I_{-}:\left(-\beta_{0}, 0\right),\left(\beta_{0}, \beta_{1}\right),\left(-\beta_{2},-\beta_{1}\right),\left(\beta_{2}, \beta_{3}\right), \ldots
$$

the sequence $x_{n}$ tends to $-\alpha$ from the rignt side. These intervais separate the intervals of convergence to $+\alpha$. Because of the increasing slope of the graph, the length of the intervals ( $\beta_{n}, \beta_{n+1}$ ), $\left(-\beta_{n+1},-\beta_{n}\right)$ tends rapidly to zero as $n$ increases; nevertheless the two sets $I_{+}$and $I_{\text {_ }}$ cover the whole $x$-axis.
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The separating points $0, \beta_{0},-\beta_{0}, \beta_{1},-\beta_{1}, \ldots, \beta_{k-1}$, $-\beta_{k-1}$ are the real roots (zeros) of the $k$ times iterated function $\varphi_{2}^{k}(x)$ where

$$
\varphi_{2}^{1}(\mathrm{x})=\varphi_{2}(\mathrm{x}), \quad \varphi_{2}^{2}(\mathrm{x})=\varphi_{2}\left(\varphi_{2}(\mathrm{x})\right), \ldots, \varphi_{2}^{k}(\mathrm{x})=\varphi_{2}\left(\varphi_{2}^{k-1}(\mathrm{x})\right)
$$

Indeed

$$
\varphi_{2}^{2}\left( \pm \beta_{0}\right)=\varphi_{2}(0)=0, \varphi_{2}^{2}\left( \pm \beta_{1}\right)=\varphi_{2}\left(\mp \beta_{0}\right)=0, \cdots
$$

Also note that if $x_{0}$ coincides with any one of the $\beta_{i}$, then $x_{n} \rightarrow 0$. Thus although 0 is a repulsive fixed point of $\varphi_{2}(x)$ in the sense of the definition, there are nevertheless iteration sequences (with almost all terms equal to zero) having 0 as limit.

Now it is not difficult to show that for the function $\varphi_{m}(x)$ of (7) with any even $m=2 r>0$ the general appearance of the graph is the same as in the case $m=2$. In fact $\varphi_{2 r}(x)$ has exactly three real zeros: $x=0$ and $x= \pm . \beta_{0}= \pm(2 r+1)^{1 / 2 r} \alpha$ where $\alpha=a^{1 / 2 r}$. The graph cuts the line $y=x$ in three points corresponding to the three real fixed points $x=0, x= \pm \alpha$ of $\varphi_{2 r}(x)$, and it has a point of inflexion at 0 . Further the points $\beta_{n}=\varphi_{2 r}^{-1}\left(-\beta_{n-1}\right)$ separate the different convergence intervals in the same way as in the case of $m=2$. Thus the result of the preceding discussion can be summarized as follows. The limit function

$$
\tilde{\varphi}_{2 r}(x)=\lim _{n \rightarrow \infty} \varphi_{2 r}^{n}(x)
$$

assumes only three different values for all real values of the variable x:

$$
\tilde{\varphi}_{2 r}(x)= \begin{cases}\alpha & \text { if } x \in I_{+} \\ 0 & \text { if } x= \pm \beta_{n} \quad(n=0,1,2, \ldots) \\ -\alpha & \text { if } x \in I_{-}\end{cases}
$$

For all practical computations it seems obvious that $\mathrm{x}_{\mathrm{O}}$ should be selected within the interval ( $0, \boldsymbol{\alpha}$ ).

Regarding an odd value of $m$ consider first the value $\mathrm{m}=3$. The function $\varphi_{3}(\mathrm{x})$ as given by ( $7^{\prime}$ ) has its real zeros at $x=0$ and $x=\sqrt[3]{4} \alpha>0$ if $\alpha$ represents the real third root of a. The graph passes through 0 with the slope $4 / 3$ and cuts the line $y=x$ in two points, corresponding to the two real fixed points 0 and $\alpha$ of $\varphi_{3}(x)$; there is no point of inflexion. The maximum is reached for $x=\alpha$. After these indications a sketch of
the curve can easily be drawn; it shows that the only convergence interval of the iteration is the open interval ( $0, \sqrt[3]{4} \alpha$ ).

Similarly it is seen that the iteration with $\varphi_{2 r-1}(x)$ has the interval $(0, \beta), \beta=(2 r)^{1 / 2 r-1} \alpha, \alpha=a^{1 / 2 r-1}$, as its domain of convergence.
7. By the same method the convergence of the iteration with the function $\Phi_{m}(x)$ of (8) can be investigated. This function has only the one real zero $x=0$. For the further discussion we distinguish again between even and odd values of $m$.

If $m=2 r$ the graph cuts the line $y=x$ in five points

$$
x=0, x= \pm \alpha= \pm \sqrt[m]{a}, x= \pm \alpha_{1}= \pm\left(\frac{3 m+1}{m+1}\right)^{1 / m} \alpha
$$

corresponding to the five real fixed points of $\Phi_{m}(x)$, of which $+\alpha$ and $-\alpha$ are attractive and the others repulsive because $\Phi_{m}^{\prime}( \pm \alpha)=0, \Phi_{m}^{\prime}\left( \pm \alpha_{1}\right)>1, \quad \Phi_{m}^{\prime}(0)>1$. The function has no extremum; it has two stationary points of inflexion at $x= \pm \alpha$ and one other point of inflexion at $x=0$. To guarantee convergence of the sequence $x_{n}=\Phi_{m}\left(x_{n-1}\right)$ to the limit $\alpha>0$ one has to choose $x_{0}$ in the interval ( $0, \alpha_{1}$ ); for $x_{0}$ in $\left(-\alpha_{1}, 0\right)$ the sequence tends to $-\alpha$. For all other $x_{0}>\alpha$ and $x_{0}<-\alpha$ it tends to $+\infty$ and $-\infty$ respectively.

If $\mathrm{m}=2 \mathrm{r}+1$ the graph cuts the line $\mathrm{y}=\mathrm{x}$ in the three points $\mathrm{x}=0, \mathrm{x}=\alpha, \mathrm{x}=\alpha_{1}$ of which only $\alpha$ represents an attractive fixed point. For convergence of $x_{n}$ to $\alpha$ one has to choose $x_{0}$ in the interval ( $0, \alpha_{1}$ ).

## REFERENCES

1. D.R. Blaskett and H. Schwerdtfeger, A formula for the solution of an arbitrary analytic equation, Quarterly of Applied Mathematics, 3, (1945) 266-268.
2. W.A. Coppel, The solution of equations by iteration, Proceedings of the Cambridge Philosphical Society 51(1955), 41-43.
3. C. Domb, On iterative solutions of algebraic equations, ibidem 45 (1949), 237-240.
4. V.M. Dubrovskii, O metode iteracii, Uspechi matemat. nauk 9 No. 3 (61) (1954), 127-133.
5. D.R. Hartree, Notes on iterative processes, Proceedings of the Cambridge Philosophical Society 45 (1949), 230-236.
6. A.S. Householder, A class of iterative methods for solving equations (Mathematical Association of America, Gainesville, December 1950) Mimeographed, 16 pp .
7. ...... Polynomial iterations to roots of algebraic equations, Proceedings of the American Mathematical Society 2 (1951), 718-719.
8. ...... Principles of Numerical Analysis, (New York, 1953), in particular p. 129-131.
9. A. Ostrowski, Vorlesungen über Differential- und Integralrechnung Vol. 2, (Basel, 1951), in particular p. 334-343.
10. Ottaviani, G. Sulla risoluzione di una equazione con il metodo di iterazione, Sritti mat. in onore di F. Sibirani XIX (1957), 195-199.

McGill University

