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Introduction

This paper owes its origin to the following question posed by A. M. Sinclair,
" If a linear algebra with identity has two equivalent unital algebra norms,
| . | i and | . | 2 , whose corresponding numerical radii, t>t and v2, are equal on the
whole algebra, are \.\t and | . | 2 related? Are they, for example, necessarily
equal? " We do not give a complete answer to this question but are able to
give sufficient conditions on algebras of operators for vt = v2 to imply \.\l = |. 12

That this implication does not hold for an arbitrary algebra with identity is
demonstrated by means of a counter-example. The result for operator algebras
is used to deduce some essentially non numerical range results for equivalent
operator norms.

Given a normed linear space X (over R or C) we shall write X' for the dual
space, Xt for the closed unit ball of Xand S(X) for the set {x e l : \\x\\ = 1}.
We shall write B(X) for the algebra of all bounded linear operators on X and
|. | for the operator norm on B(X).

For a detailed account of the theory of numerical ranges see Bonsall and
Duncan (1). We present here some of the basic definitions.

Let A be a unital normed algebra with identity e. For a e A the numerical
range of a is defined by

V(A, a) = {/(a): fe S(A')J(e) = 1},

and the numerical radius of a by

<a) = sup{|A|: XeV{A,a)}.

Let X be a normed linear space. B{X) is a unital normed algebra with
respect to |. | and so each operator T e B{X) has a numerical range and a
numerical radius as defined above. There is, however, an alternative definition
of the numerical range of an operator. For TeB(X) the spatial numerical
range of T is defined by

V(T) = {/(Tx): x e S(X),fe S(X'),f(x) = 1}.

t The author wishes to acknowledge the support of a Research Studentship from the
Science Research Council.
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It may be shown that the closed convex hull of V(T) is equal to V(B(X), T) and
it follows that

sup {\X\: Xe V(T)} = v(T).

I wish to express my gratitude to my research supervisor, Dr. J. Duncan,
for his encouragement and advice during the writing of this paper. I am also
indebted to M. J. Crabb for helpful suggestions.

Preliminary results
Given a convex function 4> '• R-+R we shall write <j>'L and $'R for the left and

right derivatives of 0 respectively, these being defined on the whole of/?.

1. Lemma. Let <f>: R^R be convex. Then

Proof. This is routine.

2. Lemma. Let/? and q be two norms forR2 and A and B the corresponding
closed unit balls. If £,A<ut\B is convex for all £, r/>0, then there exists K>0
such that p = Kq on R2.

Proof. Suppose that for all £,, rj>0, £AvrjB is convex. Define <j> and
ifr: R^R+ by

Clearly ^ and \]/ are continuous and strictly positive. The subadditivity of
p and q implies that both </> and \J/ are convex. Let £,, q>0. The Minkowski
functional for the convex set £Avt]B is min {£p, r\q} and the subadditivity of
this functional implies that min {£<j>, r]i]/} is convex. We show that for all
teR,

M) tM and

Suppose that for some teR,

Let \ji{t) = a^(/). Then ^( t ) -a^i . (0 = eo (say) >0. Choose et e (0,
Then there exists 5X >0 such that 0<A ^ 5X imphes

So in particular,
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Now choose e2e(0,1) such that e2a^(0<i51e0 and e2|a0i,(O|<ieo.
we get

^ ( l - e ^ a ^ f - S i ) (by Lemma 1).

Clearly ^(f)>(l—£2)a<K0- So there exists 52 e (0, 5 J such that

We consider the convex function min {(1 — e2)a$, i//} = 0 (say) and obtain a
contradiction by showing that

6(t-52)> f2 fl(«-«1)+ ^ ^ 0(0.

Observe that

Thus

{-51 ( l -e 2 ,a^(0}+(l -e2 )a^(0 (by (•) above)

52) (by Lemma 1).

This contradiction establishes that for all t e R,

<Kt) -
It now follows by symmetry, that for all t e R,

and

It follows from this that the continuous function <t>l\j/: R-*R is differentiable
on R with derivative zero. Hence there exists K>0 such that <j> — Kity on R
and it follows that p = Kq on R2.

Main results
Given a normed linear space X we shall say that a subset A of .8(^0 is an

a-subset of BpO if for all x, ye S(X) and all e>0 there exists TeA such that
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v(T) < 1 + e and || Tx -y || < 6. We shall say that A is an ao-subset of B(X) if it
is an a-subset and TeA implies that XT e A for every scalar X.

Note that any subset of B{X) which contains all operators of rank 1 is an
a-subset and B(X) itself is an ao-subset.

3. Theorem. Let ||. Id and \\.\\2 be two equivalent norms for a linear space
X and let ut andv2 be the corresponding numerical radii on B(X). Ifv^T) = v2(T)
for every operator T in an a-subset of B(X, ||. || ^) then there exists K>0 such that
||. IU = K\\.\\2onX.

Proof. Suppose that A is an a-subset of B(X, \\. Id) and vx(T) - v2(T) for
every TeA. Further suppose that there is no K>0 such that ||. Id = K \\. \\2

on X. We may assume without loss of generality that there exist a,beX such
that || a Id < || a \\2 and || b Id > || b \\2. Write Y for the real linear span of
{a, b}. Let X1 = (X, ||. || ,) and F = ( Y, ||. ||,-) for / = 1, 2. In view of Lemma
2 we may assume that Y1

1KJ Y2
± = W (say) is not convex. So there exist x,yeW

such that the segment \_x,y\ = {(l-t)x + ty: 0 | t g 1} $ W. So x and
y e X1

1 u l 2 ! and [x, y] $ X1 j u l 2
1 . Observe that x, y and 0 are not collinear.

Now there exist z' and z such that z' lies in the open segment

(x,y) = {(l-t)x + ty: 0<t<l}, ze (0, z') and || z ||t = || z ||2 = 1.
Let

where
ie [0 , 1): \\(l~t)x+tz' |d ^

and y = (1 — jo)y+JOZ', where

*0 = sup{* e[0, 1): | | ( l -

Clearly x e [x, zOnSCJV1) and y e [y, z')n5(X2). Now there exists

such that || w Id = 1<|| w ||2. Let {w'} = (w, y)n(0, z'). We may choose
«' e (w', j) with || u' || 2 > 1. Then there exists u e (0, «') such that

I I " Hi = l < l l " l d .

Let /e X' with | | / | | 2 = 1 = f{u). Then choose e such that

0<a<

Then l+e< | | u ld ( l - | | / lde) . Since ^ is an a-subset of B(X, ||.|d), there
exists Te ^ such that vt(T)< 1 +e and || T(w/|| a ||Y)-w |d<e. However,

(for some f e (0, 1))
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So | / (H>) |>1 and SO

\f(Tu)\^\K\\u\\lW)\-\f(Tu-\\u\\lW)\

>h\u-\\f\u\\»y

Thus vi(T)<l+e<v2(T)and this contradiction establishes the result.

4. Theorem. Let \\. ||t and ||. ||2 be two equivalent norms for a linear space
X and let U be a relative neighbourhood ofO in some <xo-subset of B(X, ||. || t ) . If
the operator norms corresponding to \\. \\ t and ||. || 2 agree on 1+ U then they
agree on the whole of B{X) and there exists K>0 such that ||. \\t = K\\. ||2 on X.

Proof. This follows from Theorem 3 using the fact (see Bonsall and Duncan
(1), §2, Theorem 5) that for each TeB(X) there exists a scalar A with modulus
1 such that

vm- H. li±M=» (,_,.„
t->0+ t

(where subscripts i denote correspondence with ||. ||,).

5. Corollary. With the notation of Theorem A, if \T\Y = \T\2 for every
invertible operator T in B(X) then |. |x and | . | 2 agree on the whole of B{X).

6. Theorem. Let ||. ||t and \\. ||2 be two equivalent Banach space norms for a
linear space X and let U be a relative neighbourhood of 0 in some ao-subset of
B(X, | | . | | i) . If the operator norms corresponding to ||.||x and ||.| |2 agree on
exp ([/) then they agree on the whole of B(X).

Proof. This follows from Theorem 3 using the fact (see Bonsall and Duncan
(1), §3, Theorem 4) that for each Te B(X) there exists a scalar X with modulus
1 such that

= lim - log I exp {tkT)l (i = 1, 2)
o+ tt->o+ t

(where subscripts i denote correspondence with ||. ||,).

An example
We give an example of an algebra with identity, having two different unital

Banach algebra norms for which the corresponding numerical ranges are
identical.

We define two Banach space norms for C2 as follows: for (x, y) e C2

otherwise

Subscripts 1 and 2 shall denote correspondence with ||. || x and ||. || 2 respectively.
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Let 5 be the unilateral shift operator on C2 given by

S(x,y) = (0,x) «x,y)eC2).

It may be verified (see (2)) that Fx(5) = V2(S) = {A 6 C: | X | ^ | } .
Let A be the subalgebra of B(C2) generated by / and S. Then

A = {t;I-ht,S: $,tieC}.

It follows that for all Te A, V^T) = V2(T). We show, however, that

For (x, y) e C2, (/+ S)(x, y) = {x, x-hy). We show first that for

Ut(x,y)eC2vn.thMx,y)h = 1-

(a) Ifx = Othen Kx.x+y)^ = ||(x,^)||1<l-55.

(b) Ifx # 0, | y/x\>2and \(x+y~)lx |>2then \y\ = 1 and

Hfox+jOlli = \x+y\
<i\y\ + \y\<l-55.

(c) If x # 0, | y/x\>2 and |Cx+.y)/x | ^ 2 then | y \ = 1 and

||(*. *+^)| |! = I x | exp ft \(x+y)/x | log 2)

g | x | exp (log 2) < 1-55.

(d) If * # 0, | y/x | g 2 and |(*+^)/x |>2 then

| x | exp (i | JV* I log 2) = 1 and ||(*. x+y)h = | x+y |.

Let )S = | y/x |. So | x | = exp (—ij? log 2) and

IK*, *+JOIIi ^ U I +1 y | = (1+/0 exp (-i/J log 2)

and from this it is routine to verify that ||(x, *+J;) | | 1<1*55.

(e) If x * 0, | j / * | ^ 2 and 1(JC+y)fx \ ^ 2 then

I* |exp( i | j ; /* | log2) = l
and

||(*. *+^)| |! = I * I exp (i \(x+y)(x | log 2)

^ exp ( - i | j /x | log 2) exp (±(1 +1 y/x |) log 2)

<l-55.

It follows from (a), (b), (c), (rf) and (e) that | 7+5 | t < 1-6.
Now consider (a, b) = (2, y[5 — 1)- It is easily verified that

and hence | 7+S | 2> 1-6.
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