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#### Abstract

This paper studies the stability of large-scale impulsive delay differential systems and impulsive neutral systems. By developing some impulsive delay differential inequalities and a comparison principle, sufficient conditions are derived for the stability of both linear and nonlinear large-scale impulsive delay differential systems and impulsive neutral systems. Examples are given to illustrate the main results.


## 1. Introduction

Many evolution processes exhibit abrupt changes of their states at certain moments in time, such as threshold phenomena in biology, bursting rhythm models in medicine, optimal control models in economics, circuit networks and frequency modulated systems, etc. These abrupt changes are of short-term duration and may be described by impulsive differential equations. The theory of impulsive differential equations has been significantly developed in the past two decades, see $[2,5,9,11,12,15,16,20]$ and references therein. However, the corresponding theory for impulsive delay differential equations is less developed due to some theoretical and technical difficulties. Some existence and uniqueness results have been developed recently in [3] for general impulsive delay differential equations and some special classes were considered in $[1,4,8]$. Some exponential stability results for linear delay impulsive differential equations are obtained in [1,4] utilising fundamental matrices. Weakly exponential stability is studied in [19]. Two criteria on asymptotic behaviour are given for a

[^0]nonlinear neutral differential equation with an impulse in [14]. Impulsive integrodifferential questions are studied in a Banach space in [7]. The method of Lyapunov is used to study the stability problem of impulsive delay differential equations in [ $6,17,18]$. However, how to construct a suitable Lyapunov function or functional for a large-scale complex system remains a challenging issue. Recently, a new approach has been proposed in [13] for studying the stability problem of large-scale dynamic systems, where the study of a complicated large-scale system is converted to that of a lower order linear system by using a comparison principle.

In this paper, we shall study stability problems for both linear and nonlinear largescale impulsive differential equations with a time delay in the spirit of [13]. We shall first establish the comparison principle and some inequalities for impulsive delay differential equations, and then derive some sufficient conditions to guarantee stability of the nonlinear impulsive large-scale differential equations. These conditions are simple and easy to verify. Examples are given to illustrate the main results. The remainder of this paper is organised as follows. In Section 2, the comparison principle and several inequalities for linear impulsive differential equations with delay are proved, which are useful in studying the stability of large-scale impulsive delay differential equations. Some stability criteria for both linear and nonlinear large-scale impulsive delay differential equations are established in Section 3. In Section 4, the stability problem for large-scale impulsive neutral differential systems is investigated. Finally, the conclusion is given in Section 5.

## 2. Preliminaries

Let $R$ be the set of real numbers, $R^{n}$ be the space of $n$-dimensional column vectors $x=\operatorname{col}\left(x_{1}, \ldots, x_{n}\right)$ with the norm $\|x\|=\sum_{i=1}^{n}\left|x_{i}\right|$ and let $\|A\|=\max _{1 \leq j \leq m} \sum_{i=1}^{n}\left|a_{i j}\right|$ denote the norm of an $n \times m$ matrix $A=\left(a_{i j}\right)$.

Let $I=\left\{t_{k} \mid t_{1}<t_{2}<\cdots, t_{i}-t_{i-1}>\alpha>0, i=1,2, \ldots\right\}, J=\left\{t \mid t \geq t_{0}\right.$, $\left.t_{0} \in R\right\}, J_{k}=\left\{t \mid t_{k-1} \leq t<t_{k}\right\}$ and $\Delta(t)=\left\{k \mid t_{0} \leq t_{k}<t\right\}$. Without loss of generality, let $t_{0} \leq t_{1}$, where $t_{0}$ is the initial time of the IVP (initial value problem, see Sections 3-4) and $t_{1}$ is the first instant of $I$.

For $a, b \in R, a<b$, define

$$
\begin{aligned}
& P C\left[[a, b], R^{n}\right]=\left\{\phi:[a, b] \rightarrow R^{n} \mid \phi(t+0)=\phi(t), \text { for all } t \in[a, b) ;\right. \\
& \phi(t-0) \text { exists in } R^{n}, \text { for all } t \in(a, b] \text { and } \phi(t-0)=\phi(t) \\
&\text { for all but at most a finite number of points } t \in(a, b]\} ; \\
& P C\left[[a, \infty), R^{n}\right]=\left\{\phi:[a, \infty) \rightarrow R^{n} \mid \text { for all } b>a, \phi \in P C\left[[a, b], R^{n}\right]\right\} .
\end{aligned}
$$

Let $\left\|\phi_{t}\right\|=\sup _{t-\tau \leq \theta \leq t}\|\phi(\theta)\|$ denote the norm of functions $\phi \in P C\left[[t-\tau, t], R^{n \times m}\right]$, where $\tau>0$ is a constant.

Let $A=\left(a_{i j}\right), B=\left(b_{i j}\right)$ be $n \times m$ matrices, denote $A \leq B$ if $a_{i j} \leq b_{i j}$ for all $i=1, \ldots, n ; j=1, \ldots, m$. Denote by $\Theta$ the zero matrix, that is, all of the entries of $\Theta$ are 0 .

LEMMA 2.1. Assume that $H \in C\left[J, R^{r \times r}\right], H=\left(h_{i j}(t)\right)_{r \times r}, h_{i j}(t) \geq 0, i \neq j$, $i, j=1,2, \ldots, r, f \in C\left[J, R^{r}\right], D_{k} \in R^{r \times r}$ and $D_{k} \geq \Theta$. Let $x, y \in C^{1}\left[J \backslash I, R^{r}\right]$ be such that

$$
\begin{cases}d x(t) / d t \leq H(t) x(t)+f(t), & t \in J \backslash I, \\ x\left(t_{k}\right) \leq D_{k} x\left(t_{k}-0\right), & t_{k} \in I, \\ x\left(t_{0}\right) \leq x_{0} & \end{cases}
$$

and

$$
\begin{cases}d y(t) / d t=H(t) y(t)+f(t), & t \in J \backslash I, \\ y\left(t_{k}\right)=D_{k} y\left(t_{k}-0\right), & t_{k} \in I, \\ y\left(t_{0}\right)=y_{0} & \end{cases}
$$

Then $x_{0} \leq y_{0}$ implies $x(t) \leq y(t)$ for $t \in J$.

Proof. It follows from the comparison principle in [10] that $x(t) \leq y(t)$ for $t \in J_{1}$. Since $D_{1} \geq \Theta$, we get $x\left(t_{1}\right) \leq y\left(t_{1}\right)$. Let $x(t) \leq y(t), t \in\left[t_{0}, t_{k}\right)$, then $x\left(t_{k}\right) \leq y\left(t_{k}\right)$ since $D_{k} \geq \Theta$. With [10], $x(t) \leq y(t)$ for $t \in\left[t_{k}, t_{k+1}\right)$ and so $x(t) \leq y(t)$ for $t \in\left[t_{0}, t_{k+1}\right)$. By induction, $x(t) \leq y(t), t \in J$. The proof is complete.

Lemma 2.2 (Comparison principle). Assume that $H, G \in C\left[J, R^{r \times r}\right], H(t)=$ $\left(h_{i j}(t)\right), h_{i j}(t) \geq 0, i \neq j, G(t)=\left(g_{i j}(t)\right), G \geq \Theta, f \in C\left[J, R^{r}\right]$ and that $D_{k} \geq \Theta$ are $r \times r$ matrices. Let $x, y$ be the solutions of the following systems:

$$
\begin{cases}d x(t) / d t \leq H(t) x(t)+G(t) x(t-\tau)+f(t), & t \in J \backslash I \\ x\left(t_{k}\right) \leq D_{k} x\left(t_{k}-0\right), & t_{k} \in I, \\ x(\theta) \leq \phi(\theta), & t_{0}-\tau \leq \theta \leq t_{0}\end{cases}
$$

and

$$
\begin{cases}d y(t) / d t=H(t) y(t)+G(t) y(t-\tau)+f(t), & t \in J \backslash I \\ y\left(t_{k}\right)=D_{k} y\left(t_{k}-0\right), & t_{k} \in I \\ y(\theta)=\psi(\theta), & t_{0}-\tau \leq \theta \leq t_{0}\end{cases}
$$

respectively, where $\phi, \psi \in P C\left[[-\tau, 0], R^{r}\right]$. Then $\phi(\theta) \leq \psi(\theta)$ implies $x(t) \leq y(t)$.

PROOF. We first prove that $x(t) \leq y(t)$ for $t \in\left[t_{0}-\tau, t_{1}\right)$.

Consider the system

$$
\begin{cases}d Y(t) / d t=H(t) Y(t)+G(t) Y(t-\tau)+f(t)+\epsilon, & t \in\left[t_{0}, t_{1}\right) \\ Y(\theta)=\psi(\theta)+\epsilon, & t_{0}-\tau \leq \theta \leq t_{0}\end{cases}
$$

We claim that $\psi(\theta) \geq \phi(\theta)$ implies that $Y(t)>x(t)$ for $t \in\left[t_{0}-\tau, t_{1}\right)$.
In fact, if this is not true, then there exists a $t_{0}<t^{*}<t_{1}$ and some $i$ such that

$$
\begin{aligned}
x_{i}(t) & <Y_{i}(t), \quad t \in\left[t_{0}-\tau, t^{*}\right) \\
x_{i}\left(t^{*}\right) & =Y_{i}\left(t^{*}\right) \quad \text { and } \\
x_{j}(t) & \leq Y_{j}(t), \quad t \in\left[t_{0}-\tau, t^{*}\right], j \neq i .
\end{aligned}
$$

Thus $Y_{i}^{\prime}\left(t^{*}\right) \leq x_{i}^{\prime}\left(t^{*}\right)$. On the other hand,

$$
\begin{aligned}
Y_{i}^{\prime}\left(t^{*}\right) & =\sum_{j=1}^{r} h_{i j}\left(t^{*}\right) Y_{j}\left(t^{*}\right)+\sum_{j=1}^{r} g_{i j}\left(t^{*}\right) Y_{j}\left(t^{*}-\tau\right)+f_{i}\left(t^{*}\right)+\epsilon \\
& \geq \sum_{j=1}^{r} h_{i j}\left(t^{*}\right) x_{j}\left(t^{*}\right)+\sum_{j=1}^{r} g_{i j}\left(t^{*}\right) x_{j}\left(t^{*}-\tau\right)+f_{i}\left(t^{*}\right)+\epsilon \\
& >\sum_{j=1}^{r} h_{i j}\left(t^{*}\right) x_{j}\left(t^{*}\right)+\sum_{j=1}^{r} g_{i j}\left(t^{*}\right) x_{j}\left(t^{*}-\tau\right)+f_{i}\left(t^{*}\right)=x_{i}^{\prime}\left(t^{*}\right) .
\end{aligned}
$$

This contradiction indicates that $Y(t)>x(t)$ for $t_{1}>t \geq t_{0}-\tau$. Let $\epsilon \rightarrow 0$, then $y(t) \rightarrow Y(t)$ and hence $y(t) \geq x(t)$ for $t_{1}>t \geq t_{0}-\tau$.

Since $D_{1} \geq 0, x\left(t_{1}\right)=D_{1} x\left(t_{1}-0\right) \leq D_{1} y\left(t_{1}-0\right)=y\left(t_{1}\right)$. Let $x(t) \leq y(t)$ for $t \in\left[t_{0}-\tau, t_{k}\right)$, then $x\left(t_{k}\right)=D_{k} x\left(t_{k}-0\right) \leq D_{k} y\left(t_{k}-0\right)=y\left(t_{k}\right)$. Similar to the previous process, we have $x(t) \leq y(t)$ when $t \in\left[t_{0}-\tau, t_{k+1}\right)$. By induction, it follows that $x(t) \leq y(t), t \in\left[t_{0}-\tau, \infty\right)$. The proof is complete.

Lemma 2.3. Let $A, B \in C\left[\left[t_{0}, \infty\right), R^{n \times n}\right], \Phi\left(t, t_{0}\right)$ be the fundamental matrix of $d x / d t=A(t) x$ and $x(t)=x\left(t, t_{0}, \phi\right)$ be the solution of the system

$$
\left\{\begin{array}{l}
d x / d t=A(t) x(t)+B(t) x(t-\tau)  \tag{2.1}\\
x(\theta)=\phi(\theta),
\end{array} \theta \in\left[t_{0}-\tau, t_{0}\right]\right.
$$

where $\phi \in P C\left[\left[t_{0}-\tau, t_{0}\right], R^{n}\right]$. Assume that there exist positive numbers $\gamma>0$ and $M>0$ such that $\left\|\Phi\left(t, t_{0}\right)\right\| \leq M e^{-\gamma\left(t-t_{0}\right)}$ and $\gamma>M \sup _{t \geq t_{0}}\|B(t)\|$. Then there exists an $\alpha>0$ such that $\|x(t)\| \leq M\left\|x_{t_{0}}\right\| e^{-\alpha\left(t-t_{0}\right)}$.

Proof. Since $\gamma>M \sup _{t \geq t_{0}}\|B(t)\|$, there exists an $\alpha>0$ such that

$$
\gamma-\alpha-M \sup _{t \geq t_{0}}\|B(t)\| e^{\alpha \tau}>0
$$

We claim that, for this $\alpha,\|x(t)\| \leq M\left\|x_{t_{0}}\right\| e^{-\alpha\left(t-t_{0}\right)}$. In fact, by the method of variation of parameters, the solution of (2.1) is given by

$$
x(t)=\Phi\left(t, t_{0}\right) x\left(t_{0}\right)+\int_{t_{0}}^{t} \Phi(t, s) B(s) x(s-\tau) d s
$$

and

$$
\begin{aligned}
\|x(t)\| & \leq\left\|\Phi\left(t, t_{0}\right)\right\|\left\|x\left(t_{0}\right)\right\|+\int_{t_{0}}^{t}\|\Phi(t, s)\|\|B(s)\|\|x(s-\tau)\| d s \\
& \leq M e^{-\gamma\left(t-t_{0}\right)}\left\|x_{t_{0}}\right\|+\int_{t_{0}}^{t} M e^{-\gamma(t-s)}\|B(s)\|\|x(s-\tau)\| d s .
\end{aligned}
$$

Let $Q(t)=e^{\alpha\left(t-t_{0}\right)}\left[M e^{-\gamma\left(t-t_{0}\right)}\left\|x_{t_{0}}\right\|+\int_{t_{0}}^{t} M e^{-\gamma(t-s)}\|B(s)\|\|x(s-\tau)\| d s\right], t \geq t_{0}$ and $Q(t)=\left\|x_{t_{0}}\right\|, t \in\left[t_{0}-\tau, t_{0}\right]$. Then

$$
\begin{equation*}
Q(t) \geq\|x(t)\| e^{\alpha\left(t-t_{0}\right)}, \quad t \geq t_{0}-\tau \tag{2.2}
\end{equation*}
$$

and

$$
\begin{aligned}
Q^{\prime}(t)= & \alpha e^{\alpha\left(t-t_{0}\right)}\left[M e^{-\gamma\left(t-t_{0}\right)}\left\|x_{t_{0}}\right\|+s \int_{t_{0}}^{t} M e^{-\gamma(t-s)}\|B(s)\|\|x(s-\tau)\| d s\right] \\
& +e^{\alpha\left(t-t_{0}\right)}\left[-\gamma M e^{-\gamma\left(t-t_{0}\right)}\left\|x_{t_{0}}\right\|-\gamma \int_{t_{0}}^{t} M e^{-\gamma(t-s)}\|B(s)\|\|x(s-\tau)\| d s\right] \\
& +M e^{\alpha\left(t-t_{0}\right)}\|B(t)\|\|x(t-\tau)\| \\
= & \alpha Q(t)-\gamma Q(t)+M e^{\alpha\left(t-t_{0}\right)}\|B(t)\|\|x(t-\tau)\| \\
= & (\alpha-\gamma) Q(t)+M e^{\alpha\left(t-t_{0}\right)}\|B(t)\|\|x(t-\tau)\| \\
\leq & (\alpha-\gamma) Q(t)+M\|B(t)\|\|Q(t-\tau)\| e^{\alpha \tau}
\end{aligned}
$$

in view of (2.2).
For any $K>1$, we claim that $Q(t)<K\left\|Q_{t_{0}}\right\|=: L, L>0, t \geq t_{0}-\tau$. If this is not true, then there exists $t^{*}>t_{0}$ such that $Q\left(t^{*}\right)=L, Q(t)<L, t_{0}-\tau \leq t<t^{*}$ and $Q^{\prime}\left(t^{*}\right) \geq 0$. On the other hand,

$$
\begin{aligned}
Q^{\prime}\left(t^{*}\right) & \leq(\alpha-\gamma) Q\left(t^{*}\right)+M\left\|B\left(t^{*}\right)\right\|\left\|Q\left(t^{*}-\tau\right)\right\| e^{\alpha \tau} \\
& \leq(\alpha-\gamma) L+M\left\|B\left(t^{*}\right)\right\| L e^{\alpha \tau} \\
& \leq\left(\alpha-\gamma+M\left\|B\left(t^{*}\right)\right\| e^{\alpha \tau}\right) L<0 .
\end{aligned}
$$

This contradiction implies $Q(t)<L$. Let $K \rightarrow 1$, then $Q(t) \leq\left\|Q_{t_{0}}\right\|$ and

$$
\begin{equation*}
\|x(t)\| \leq Q(t) e^{-\alpha\left(t-t_{0}\right)} \leq\left\|Q_{t_{0}}\right\| e^{-\alpha\left(t-t_{0}\right)}=M\left\|x_{t_{0}}\right\| e^{-\alpha\left(t-t_{0}\right)}, \quad t \geq t_{0}-\tau \tag{2.3}
\end{equation*}
$$

The proof is complete.

Lemma 2.4. Let $A, B \in C\left[\left[t_{0}, \infty\right), R^{r \times r}\right]$ and $\Phi\left(t, t_{0}\right)$ be the fundamental matrix of $d x / d t=A(t) x(t)$. Assume that
(1) there exist positive numbers $\gamma>0$ and $M>0$ such that $\left\|\Phi\left(t, t_{0}\right)\right\| \leq M e^{-\gamma\left(t-t_{0}\right)}$ and $\gamma>M \sup _{t \geq t_{0}}\|B(t)\|$;
(2) $x\left(t, t_{0}, \phi\right)$ is the solution of the IVP

$$
\begin{cases}d x(t) / d t=A(t) x(t)+B(t) x(t-\tau), & t \in J \backslash I  \tag{2.4}\\ x\left(t_{k}\right)=D_{k} x\left(t_{k}-0\right), & t_{k} \in I \\ x(\theta)=\phi(\theta), & t_{0}-\tau \leq \theta \leq t_{0}\end{cases}
$$

where $\phi \in P C\left[\left[t_{0}-\tau, t_{0}\right], R^{n}\right]$ and $t_{k+1}-t_{k} \geq \tau$.
Then there exists an $\alpha>0$ such that

$$
\|x(t)\| \leq\left\|x_{t_{0}}\right\| \prod_{j \in \Delta(t)} M^{k+1} \max \left\{\left\|D_{j}\right\|, e^{\alpha \tau}\right\} e^{-\alpha\left(t-t_{0}\right)}, \quad t_{k} \leq t<t_{k+1}
$$

Proof. From Lemma 2.3, it follows that for any $k$, we have

$$
\|x(t)\| \leq M\left\|x_{t_{k}}\right\| e^{-\alpha\left(t-t_{k}\right)}, \quad t \in\left[t_{k}, t_{k+1}\right)
$$

Since $x\left(t_{k}\right)=D_{k} x\left(t_{k}-0\right)$, it follows that

$$
\begin{aligned}
\left\|x_{t_{k}}\right\| & =\sup _{t_{k}-\tau \leq \leq \leq t_{k}}\|x(t)\| \\
& \leq \max \left\{\sup _{t_{t}-t \leq t<t_{k}}\|x(t)\|,\left\|x\left(t_{k}\right)\right\|\right\} \\
& \leq \max \left\{\sup _{t_{k}-\tau \leq t<t_{k}}\|x(t)\|,\left\|D_{k}\right\|\left\|x\left(t_{k}-0\right)\right\|\right\} \\
& \leq \max \left\{\sup _{t_{k}-t \leq 1<t_{k}} M\left\|x_{t_{k-1}}\right\| e^{-\alpha\left(t-t_{k-1}\right)}, M\left\|D_{k}\right\|\left\|x_{t_{k-1}}\right\| e^{-\alpha\left(t_{k}-t_{k}-1\right)}\right\} \\
& \leq M\left\|x_{t_{t-1}}\right\| e^{-\alpha\left(t_{k}-t_{k}-1\right)} \max \left\{e^{\alpha \tau},\left\|D_{k}\right\|\right\} .
\end{aligned}
$$

Using a similar argument, we have $\left\|x_{t_{k-1}}\right\| \leq M\left\|x_{t_{k-2}}\right\| e^{-\alpha\left(t_{k-1}-t_{k-2}\right)} \max \left\{e^{\alpha \tau},\left\|D_{k-1}\right\|\right\}$ and so on. Thus we get

$$
\begin{aligned}
\|x(t)\| & \leq M\left\|x_{t_{k}}\right\| e^{-\alpha\left(t-t_{k}\right)} \\
& \leq M^{2}\left\|x_{t_{k-1}}\right\| e^{-\alpha\left(t-t_{k-1}\right)} \max \left\{e^{\alpha \tau},\left\|D_{k}\right\|\right\} \\
& \leq \cdots \leq\left\|x_{t_{0}}\right\| \prod_{j \in \Delta(t)} M^{k+1} \max \left\{\left\|D_{j}\right\|, e^{\alpha \tau}\right\} e^{-\alpha\left(t-t_{0}\right)}, \quad t_{k} \leq t<t_{k+1}
\end{aligned}
$$

The proof is complete.

## 3. Stability of large-scale impulsive delay systems

Consider the large-scale impulsive delay differential equations

$$
\begin{cases}\frac{d x_{i}(t)}{d t}=A_{i i}(t) x(t)+\sum_{j \neq i} A_{i j}(t) x_{j}(t)+\sum_{j=1}^{r} B_{i j}(t) x_{j}(t-\tau), & t \in J \backslash I,  \tag{3.1}\\ x_{i}\left(t_{k}\right)=\sum_{j=1}^{r} D_{i j k} x_{j}\left(t_{k}-0\right), & t_{k} \in I\end{cases}
$$

where $x_{i}=\left(x_{1}^{i}, \ldots, x_{n_{i}}^{i}\right)^{T} \in R^{n_{i}}, A_{i j}, B_{i j} \in C\left[J, R^{n_{i} \times n_{j}}\right], D_{i j k} \in R^{n_{i} \times n_{j}}, i, j=$ $1, \ldots, r, k=1,2, \ldots$ and $\sum_{i=1}^{r} n_{i}=n$.

In this section and in the following section, we always assume that $t_{k}-t_{k-1} \geq \tau$, $k=1,2, \ldots$.

Assume that there exist positive numbers $\alpha_{i}>0, c_{i}>0, i=1, \ldots, r$ such that the fundamental solution matrix $R_{i}\left(t, t_{0}\right)$ of the isolated subsystem

$$
d x_{i}(t) / d t=A_{i i}(t) x_{i}(t)
$$

satisfies $\left\|R_{i}\left(t, t_{0}\right)\right\| \leq c_{i} e^{-\alpha_{i}\left(t-t_{0}\right)}$ and

$$
\begin{aligned}
\left\|A_{i j}(t)\right\| & \leq a_{i j}(t)<+\infty, & & i, j=1,2, \ldots, r, i \neq j \\
\left\|B_{i j}(t)\right\| & \leq b_{i j}(t)<+\infty, & & i, j=1,2, \ldots, r \text { and } \\
\left\|D_{i j k}\right\| & \leq d_{i j k}, & & i, j=1,2, \ldots, r, k=1,2, \ldots .
\end{aligned}
$$

Denote by $\tilde{A}(t)=\left(\left(1-\delta_{i j}\right) c_{i} a_{i j}(t)\right)_{r \times r}, B(t)=\left(c_{i} b_{i j}(t)\right)_{r \times r}$ and $\tilde{D}_{k}=\left(d_{i j k}\right)_{r \times r}$, where

$$
\delta_{i j}= \begin{cases}1, & i=j \\ 0, & i \neq j\end{cases}
$$

We are ready to state and prove our first result.

THEOREM 3.1. Assume that $-\alpha_{j}+\sum_{i \neq j} c_{i} a_{i j}(t)<-\gamma<0, j=1, \ldots, r,-\gamma+$ $\sup _{t \geq t_{0}}\|\tilde{B}(t)\|<0$ and $\alpha>0$ is the solution of $\gamma-\sup _{t_{1}}\|\tilde{B}(t)\| e^{\alpha \tau}-\alpha>0$. Then
(1) $\lim \sup _{t \rightarrow \infty}\left(\prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}\right) / e^{\alpha\left(t-t_{0}\right)}<\infty$ implies system (3.1) is stable;
(2) $\lim \sup _{t \rightarrow \infty}\left(\prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}\right) / e^{\alpha\left(t-t_{0}\right)}=0$ implies system (3.1) is asymptotically stable;
(3) if there exists a positive number $\beta$, such that $\beta<\alpha$ and

$$
\limsup _{t \rightarrow \infty} \frac{\prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}}{e^{\beta\left(t-t_{0}\right)}}<\infty
$$

then system (3.1) is exponentially stable.
Proof. From (3.1), we have, for $t \in J_{k+1}$,

$$
\begin{aligned}
x_{i}(t)= & R_{i}\left(t, t_{k}\right) x_{i}\left(t_{k}\right) \\
& +\int_{i_{k}}^{t}\left[R_{i}(t, s) \sum_{j \neq i} A_{i j}(s) x_{j}(s)+R_{i}(t, s) \sum_{j=1}^{r} B_{i j}(s) x_{j}(s-\tau)\right] d s
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|x_{i}(t)\right\| \leq & c_{i} e^{-\alpha_{i}\left(t-t_{k}\right)}\left\|x_{i}\left(t_{k}\right)\right\|+\int_{t_{k}}^{t} c_{i} e^{-\alpha_{i}(t-s)} \sum_{j \neq i} a_{i j}(s)\left\|x_{j}(s)\right\| d s \\
& +\int_{t_{k}}^{t} c_{i} e^{-\alpha_{i}(t-s)} \sum_{j=1}^{r} b_{i j}(s)\left\|x_{j}(s-\tau)\right\| d s=: P_{i}(t)
\end{aligned}
$$

Then $\left\|x_{i}(t)\right\| \leq P_{i}(t), t \in J_{k+1}$, and

$$
P_{i}^{\prime}(t) \leq-\alpha_{i} P_{i}(t)+\sum_{j \neq i} c_{i} a_{i j}(t) P_{j}(t)+\sum_{j=1}^{r} c_{i} b_{i j}(t) P_{j}(t-\tau), \quad t \in J \backslash I .
$$

Let $P=\operatorname{col}\left(P_{1}, \ldots, P_{r}\right), P\left(t_{k}\right)=\tilde{D}_{k} P\left(t_{k}-0\right), t_{k} \in I$, then $\| x_{i}(t) \mid \leq P_{i}(t), t \in J$.
Consider the comparison system

$$
\begin{cases}P^{\prime}(t) \leq \operatorname{diag}\left(-\alpha_{1}, \ldots,-\alpha_{r}\right) P(t)+\tilde{A}(t) P(t)+\tilde{B}(t) P(t-\tau), & t \in J \backslash I, \\ P\left(t_{k}\right)=\tilde{D}_{k} P\left(t_{k}-0\right), & t_{k} \in I ;\end{cases}
$$

and

$$
\begin{cases}\xi^{\prime}(t)=\operatorname{diag}\left(-\alpha_{1}, \ldots,-\alpha_{r}\right) \xi(t)+\tilde{A}(t) \xi(t)+\tilde{B}(t) \xi(t-\tau), & t \in J \backslash I,  \tag{3.2}\\ \xi\left(t_{k}\right)=\tilde{D}_{k} \xi\left(t_{k}-0\right), & t_{k} \in I,\end{cases}
$$

where $\xi(t)=\operatorname{col}\left(\xi_{1}(t), \ldots, \xi_{r}(t)\right)$. Since $-\alpha_{j}+\sum_{i \neq j} c_{i} a_{i j}(t)<-\gamma<0$, we claim that the solution $\eta(t)$ of the system

$$
\begin{equation*}
\eta^{\prime}(t)=\operatorname{diag}\left(-\alpha_{1}, \ldots,-\alpha_{r}\right) \eta(t)+\tilde{A}(t) \eta(t) \tag{3.3}
\end{equation*}
$$

satisfies $|\eta(t)| \leq\left\|\eta\left(t_{0}\right)\right\| e^{-r\left(t-t_{0}\right)}$ and hence the fundamental matrix $\Phi\left(t, t_{0}\right)$ of (3.3) satisfies $\left\|\Phi\left(t, t_{0}\right)\right\| \leq e^{-\gamma\left(t-t_{0}\right)}$, where $\eta=\operatorname{col}\left(\eta_{1}, \ldots, \eta_{r}\right)$.

In fact, let $Q(t)=\sum_{i=1}^{n}\left|\eta_{i}(t)\right|, t \geq t_{0}$, then $Q\left(t_{0}\right)=\sum_{i=1}^{n}\left|\eta_{i}\left(t_{0}\right)\right|$ and

$$
\begin{aligned}
D^{+} Q(t) & =\sum_{i=1}^{n} D^{+}\left|\eta_{i}(t)\right| \leq \sum_{i=1}^{n}\left[-\alpha_{i}\left|\eta_{i}(t)\right|+\sum_{j \neq i}^{n} c_{i} a_{i j}(t)\left|\eta_{j}(t)\right|\right] \\
& =\sum_{j=1}^{n}\left(-\alpha_{j}\left|\eta_{j}(t)\right|\right)+\sum_{j=1}^{n}\left(\sum_{i \neq j}^{n} c_{i} a_{i j}(t)\right)\left|\eta_{j}(t)\right| \\
& =\sum_{j=1}^{n}\left(-\alpha_{j}+\sum_{i \neq j}^{n} c_{i} a_{i j}(t)\right)\left|\eta_{j}(t)\right| \leq-\gamma \sum_{j=1}^{n}\left|\eta_{j}(t)\right|=-\gamma Q(t) .
\end{aligned}
$$

Thus

$$
\|\eta(t)\|=\sum_{i=1}^{n}\left|\eta_{i}(t)\right|=Q(t) \leq Q\left(t_{0}\right) e^{-\gamma\left(t-t_{0}\right)}=\left\|\eta\left(t_{0}\right)\right\| e^{-\gamma\left(t-t_{0}\right)}
$$

and so $\left\|\Phi\left(t, t_{0}\right)\right\| \leq e^{-\gamma\left(t-t_{0}\right)}, t \geq t_{0}$, since $\Phi\left(t, t_{0}\right)$ is the fundamental matrix.
From Lemma 2.4 and the condition $-\gamma+\sup _{t_{\geq t_{0}}}\|\tilde{B}(t)\|<0$, it follows that there exists an $\alpha>0$ such that the solutions of system (3.2) satisfy

$$
\begin{equation*}
\left\|\xi\left(t, t_{0}, \xi_{t_{0}}\right)\right\| \leq\left\|\xi_{t_{0}}\right\| \prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\} e^{-\alpha\left(t-t_{0}\right)} \tag{3.4}
\end{equation*}
$$

It follows from Lemma 2.2 that $\left\|x_{i}(t)\right\| \leq P_{i}(t) \leq \xi_{i}(t), i=1, \ldots, r$, and from (3.4) that statements (1)-(3) of Theorem 3.1 are true. The proof is complete.

COROLLARY 3.2. Assume that the conditions of Theorem 3.1 hold and there exist positive numbers $\eta>\tau$ and $M>0$ such that $t_{k}-t_{k-1}=\eta$ for all $k=1,2, \ldots$ and $\max \left\{\sup \left\{\left\|\tilde{D}_{k}\right\|\right\}, e^{\alpha \tau}\right\} \leq M$. Then $M<e^{\alpha \eta}$ implies system (3.1) is exponentially stable.

Proof. In this case

$$
\prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}=e^{\sum_{j \in \Delta(1)} \ln \max \left\{\left\|\tilde{D}_{j}\right\|, e^{e r}\right]} \leq e^{k \ln M}, \quad t \in\left[t_{k}, t_{k+1}\right)
$$

and so

$$
\frac{\prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}}{e^{\alpha\left(t-t_{0}\right)}} \leq e^{k \ln M-\alpha\left(t-t_{0}\right)} \leq e^{k \ln M-k \alpha \eta}
$$

which implies the required result.

Corollary 3.3. Assume that the conditions of Theorem 3.1 hold and there exist positive numbers $M>0$ and $p>0$ such that $\max \left\{\sup \left\{\left\|\tilde{D}_{k}\right\|\right\}, e^{\alpha \tau}\right\} \leq M$ and

$$
\lim _{T \rightarrow \infty} \frac{\eta(t, t+T)}{T}=p
$$

where $\eta\left(t_{0}, t\right)$ denotes the number of impulses in the time interval $\left[t_{0}, t\right)$.
Then $M<e^{\alpha / p}$. implies that system (3.1) is exponentially stable.

Proof. From the condition, it follows that for any $\epsilon>0$, there exists $T>0$ and $\tilde{M}=\tilde{M}\left(t_{0}\right)>0$, such that when $t \geq t_{0}+T$,

$$
\prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}=e^{\left.\sum_{j \in \Delta(t)} \ln \max \left\|_{\|} \tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}} \leq e^{\frac{n\left(t_{0} \cdot \hat{1}\right.}{1-t_{0}}\left(t-t_{0}\right) \ln M} \leq \tilde{M} e^{(p+\epsilon) \ln M\left(t-t_{0}\right)}
$$

and so

$$
\begin{equation*}
\frac{\prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}}{e^{\alpha\left(t-t_{0}\right)}} \leq \tilde{M} e^{[(p+\epsilon) \ln M-\alpha]\left(t-t_{0}\right)} \tag{3.5}
\end{equation*}
$$

Since $\epsilon$ can be chosen arbitrarily small, (3.5) implies the required results.
Example 1. Consider the large-scale impulsive delay system

$$
\left\{\begin{array}{rll}
d x_{i}(t) / d t=A_{i 1}(t) x_{1}(t)+A_{i 2}(t) x_{2}(t) &  \tag{3,6}\\
\quad+B_{i 1}(t) x_{1}(t-\tau)+B_{i 2}(t) x_{2}(t-\tau), & i=1,2, t \in J \backslash I, \\
x_{i}\left(t_{k}\right)=D_{i 1}\left(t_{k}\right) x_{1}\left(t_{k}-0\right)+D_{i 2}\left(t_{k}\right) x_{2}\left(t_{k}-0\right), & & i=1,2, t_{k} \in I,
\end{array}\right.
$$

where $x_{1}, x_{2} \in R^{2}, A_{i j}, B_{i j}, D_{i j} \in R^{2 \times 2}, i, j=1,2$.
Let $t_{0}=0, \tau=1$,

$$
A_{11}(t)=\left[\begin{array}{cc}
-4 & 0 \\
\frac{1}{2} \sin ^{2} t & -4
\end{array}\right] \quad \text { and } \quad A_{22}(t)=\left[\begin{array}{cc}
-4+\frac{3}{4} \sin t & 0 \\
0 & -3
\end{array}\right]
$$

Choose $A_{12}(t), A_{21}(t)$ and $B(t)=\left(B_{i j}(t)\right)$ such that $\left\|A_{12}(t)\right\|<1-\left(4 e^{2}\right)^{-1}$, $\left\|A_{21}(t)\right\|<1-\left(4 e^{2}\right)^{-1}$ and $\|B(t)\| \leq e^{-1}$. Then $\alpha_{i}=-3, c_{i}=1, i=1,2$. Choose $\gamma>2, \alpha=1$ and so $\gamma-\sup _{t_{210}}\|\tilde{B}(t)\| e^{\alpha \tau}-\alpha>0$. Let

$$
D_{k}=\left[\begin{array}{ll}
D_{11 k} & D_{12 k} \\
D_{21 k} & D_{22 k}
\end{array}\right]=\left[\begin{array}{cccc}
e-3 / 2 & -1 / 2 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & -1 \\
0 & 1 / 2 & 0 & 0
\end{array}\right],
$$

then $\left\|D_{k}\right\|=\left\|\tilde{D}_{k}\right\|=e-1 / 2$ and if
(1) $t_{k}-t_{k-1} \geq \tau=1$, then $\left(\prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}\right) / e^{t} \leq 1$,
(2) $t_{k}-t_{k-1} \geq \tau+1 / k$, then $\lim _{t \rightarrow \infty}\left(\left(\prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}\right) / e^{\alpha t}=0\right.$,
(3) $t_{k}-t_{k-1} \geq \tau+\eta, \eta>0$, then $\left(\prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}\right) / e^{t /(1+\eta)} \leq 1$.

Thus we can conclude that system (3.6) is: stable if $t_{k}-t_{k-1} \geq \tau=1$; asymptotically stable if $t_{k}-t_{k-1} \geq \tau+1 / k$; and exponentially stable if $t_{k}-t_{k-1} \geq \tau+\eta, \eta>0$.

Remark. This example illustrates that Theorem 3.1 is simple and easily verified. It is very interesting to notice that, from the example, even if at every impulsive point $t_{k}$, $\left\|D_{k}\right\|>1$, which implies that the norm of solutions is increased at impulsive points, that the system may still be stable or exponentially stable.

Consider the nonlinear impulsive delay differential system

$$
\begin{cases}d x / d t=\operatorname{diag}\left(A_{11}(t), \ldots, A_{r r}(t)\right) x(t)+F(t, x(t), x(t-\tau)), & t \in J \backslash I,  \tag{3.7}\\ x\left(t_{k}\right)=D_{k} x\left(t_{k}-0\right), & t_{k} \in I,\end{cases}
$$

where $F \in C\left[I \times R^{n} \times R^{n}, R^{n}\right], F(t, 0,0) \equiv 0, x=\left(x_{1}, \ldots, x_{r}\right)^{T} \in R^{n}, x_{i} \in R^{n_{i}}$, $A_{i i}(t)$ are $n_{i} \times n_{i}$ matrices, $D_{k}=\left(D_{i j k}\right)$ are $n \times n$ matrices, $D_{i j k}$ are $n_{i} \times n_{j}$ matrices, $i, j=1,2, \ldots, r, \sum_{i=1}^{r} n_{i}=n, k=1,2, \ldots$. Rewriting (3.7) by components,

$$
\begin{cases}d x_{i} / d t=A_{i i}(t) x_{i}(t)+F_{i}(t, x(t), x(t-\tau)), & t \in J \backslash I,  \tag{3.8}\\ x_{i}\left(t_{k}\right)=\sum_{j=1}^{r} D_{i j k} x_{j}\left(t_{k}-0\right), & t_{k} \in I, i=1,2, \ldots, r .\end{cases}
$$

## Theorem 3.4. If

(1) there exist scalar functions $l_{i j}, k_{i j} \in C[J, R]$, such that

$$
\left\|F_{i}(t, x, y)\right\| \leq \sum_{j=1}^{r} l_{i j}(t)\left\|x_{j}\right\|+\sum_{j=1}^{r} k_{i j}(t)\left\|y_{j}\right\|, \quad i=1,2, \ldots, r
$$

(2) there exist constants $c_{i}$ and scalar functions $\beta_{i} \in C[J, R]$, such that the fundamental solution matrix $R_{i i}\left(t, t_{0}\right)$ of the isolated subsystem $d x_{i} / d t=A_{i i}(t) x_{i}(t)$ satisfies $\left\|R_{i i}\left(t, t_{0}\right)\right\| \leq c_{i} e^{-\int_{i 0} \beta_{i}(s) d s}, i=1, \ldots, r$,
then the stability, uniform stability, global asymptotic stability, global uniform asymptotic stability, global exponential stability, the Lagrange stability of all solutions, uniform Lagrange stability of the trivial solution of the lower dimension linear equations

$$
\begin{cases}\frac{d \eta_{i}(t)}{d t}=-\beta_{i}(t) \eta_{i}(t)+\sum_{j=1}^{r} c_{i} l_{i j}(t) \eta_{j}(t)+\sum_{j=1}^{r} c_{i} k_{i j}(t) \eta_{j}(t-\tau), & t \in J \backslash I,  \tag{3.9}\\ \eta_{i}\left(t_{k}\right)=\sum_{j=1}^{r}\left\|D_{i j k}\right\| \eta_{j}\left(t_{k}-0\right), & t_{k} \in I,\end{cases}
$$

where $i=1, \ldots, r$, imply the stability, uniform stability, global asymptotic stability, global uniform asymptotic stability, global exponential stability, the Lagrange stability of all solutions, uniform Lagrange stability of the high dimension nonlinear system (3.7), respectively.

Proof. Let $x(t)=x\left(t, t_{0}, \phi\right)$ be the solution of (3.7) satisfying the initial condition $x(t)=\phi(t), t_{0}-\tau \leq t \leq t_{0}$. Then we have, for $i=1, \ldots, r$ and $t \in J_{k+1}$,

$$
\left\{\begin{array}{l}
x_{i}(t)=R_{i}\left(t, t_{k}\right) x_{i}\left(t_{k}\right)+\int_{t_{k}}^{t} R_{i}(t, s) F_{i}(s, x(s), x(s-\tau)) d s \\
x_{i}\left(t_{k}\right)=\sum_{j=1}^{r} D_{i j k} x_{j}\left(t_{k}-0\right)
\end{array}\right.
$$

and

$$
\left\{\begin{aligned}
\left\|x_{i}(t)\right\| \leq & c_{i} e^{-\int_{t_{k}}^{\prime} \beta_{i}(s) d s}\left\|x_{i}\left(t_{k}\right)\right\| \\
& +\sum_{j=1}^{r} \int_{i_{k}}^{r} c_{i} e^{-\int_{s}^{\prime} \beta_{i}(v) d v}\left[l_{i j}(s)\left\|x_{j}(s)\right\|+k_{i j}(s)\left\|x_{j}(s-\tau)\right\|\right] d s \\
\left\|x_{i}\left(t_{k}\right)\right\| \leq & \sum_{j=1}^{r}\left\|D_{i j k}\right\|\left\|x_{j}\left(t_{k}-0\right)\right\|
\end{aligned}\right.
$$

Let for $i=1, \ldots, r$ and $t \in J_{k+1}$,

$$
\left\{\begin{aligned}
\xi_{i}(t)= & c_{i} e^{-\int_{t_{k}}^{t} \beta_{i}(s) d s}\left\|x_{i}\left(t_{k}\right)\right\| \\
& +\sum_{j=1}^{r} \int_{i_{k}}^{t} c_{i} e^{-\int_{s}^{t} \beta_{i}(v) d v}\left[l_{i j}(s)\left\|x_{j}(s)\right\|+k_{i j}(s)\left\|x_{j}(s-\tau)\right\|\right] d s \\
\xi_{i}\left(t_{k}\right)= & \sum_{j=1}^{r}\left\|D_{i j k}\right\| \xi_{j}\left(t_{k}-0\right)
\end{aligned}\right.
$$

then $\left\|x_{i}(t)\right\| \leq \xi_{i}(t), i=1, \ldots, r$, and

$$
\left\{\begin{array}{l}
\frac{d \xi_{i}(t)}{d t} \leq-\beta_{i}(t) \xi_{i}(t)+\sum_{j=1}^{r} c_{i} l_{i j}(t) \xi_{j}(t)+\sum_{j=1}^{r} c_{i} k_{i j}(t) \xi_{j}(t-\tau) \\
\xi_{i}\left(t_{k}\right)=\sum_{j=1}^{r}\left\|D_{i j k}\right\| \xi_{j}\left(t_{k}-0\right)
\end{array}\right.
$$

With the comparison system for $i=1, \ldots, r$ and $t \in J_{k+1}$,

$$
\left\{\begin{array}{l}
\frac{d \eta_{i}}{d t}=-\beta_{i}(t) \eta_{i}(t)+\sum_{j=1}^{r} c_{i} l_{i j}(t) \eta_{j}(t)+\sum_{j=1}^{r} c_{i} k_{i j}(t) \eta_{j}(t-\tau) \\
\eta_{i}\left(t_{k}\right)=\sum_{j=1}^{r}\left\|D_{i j k}\right\| \eta_{j}\left(t_{k}-0\right)
\end{array}\right.
$$

and from Lemma 2.2, we have $\left\|x_{i}(t)\right\| \leq \xi_{i}(t) \leq \eta_{i}(t), t \geq t_{0}, i=1, \ldots, r$. The inequality implies the results of the theorem. The proof is complete.

EXAMPLE 2. Consider the nonlinear impulsive delay differential system

$$
\left\{\begin{align*}
\frac{d x_{1}}{d t}= & {\left[\begin{array}{cc}
-5+e^{-t} & \ln \left(1+t^{2}\right) \\
-\ln \left(1+t^{2}\right) & -4
\end{array}\right] x_{1}+\frac{|\sin t|}{2 \sqrt{2}\left(1+\left\|x_{2}\right\|\right)} x_{2} } \\
& +\frac{\left(1+\sin t^{2}\right) \sin ^{2}\left(x_{1}^{T} x_{2}\right)}{4 \sqrt{2} e^{2}} x_{1}(t-1), \\
\frac{d x_{2}}{d t}= & {\left[\begin{array}{cc}
-6+\sin t & t \\
-t & -7+2 \cos ^{2} t
\end{array}\right] x_{2}+\frac{\sqrt{2}}{3\left(1+\ln \left(1+\left\|x_{2}\right\|^{2}\right)\right)} x_{1} }  \tag{3.10}\\
& +\frac{\sqrt{2}}{4 e^{2}\left(2-e^{-t\left\|x_{1}(t-1)\right\|^{2}}\right)} x_{2}(t-1), \quad t \neq t_{k} \\
x\left(t_{k}\right)= & D_{k} x\left(t_{k}-0\right), \quad k=1,2, \ldots
\end{align*}\right.
$$

where $x=\left(x_{1}^{T}, x_{2}^{T}\right)^{T} \in R^{4}, x_{1}, x_{2} \in R^{2}, D_{k}=\left(D_{i j k}\right) \in R^{4 \times 4}$ and $D_{i j k} \in R^{2 \times 2}$, $i, j=1,2$.

Using the notation of Theorem 3.4, we have

$$
\begin{gathered}
A_{11}=\left[\begin{array}{cc}
-5+e^{-t} & \ln \left(1+t^{2}\right) \\
-\ln \left(1+t^{2}\right) & -4
\end{array}\right], \quad A_{22}=\left[\begin{array}{cc}
-6+\sin t & t \\
-t & -7+2 \cos ^{2} t
\end{array}\right] \\
F_{1}(t, x, x(t-\tau))=\frac{|\sin t|}{2 \sqrt{2}\left(1+\left\|x_{2}\right\|\right)} x_{2}+\frac{\left(1+\sin t^{2}\right) \sin ^{2}\left(x_{1}^{T} x_{2}\right)}{4 \sqrt{2} e^{2}} x_{1}(t-1) \quad \text { and } \\
F_{2}(t, x, x(t-\tau))=\frac{\sqrt{2}}{3\left(1+\ln \left(1+\left\|x_{2}\right\|^{2}\right)\right)} x_{1}+\frac{\sqrt{2}}{4 e^{2}\left(2-e^{-t\left\|x_{1}(t-1)\right\|^{2}}\right)} x_{2}(t-1) .
\end{gathered}
$$

By choosing $c_{i}=\sqrt{2}, \beta_{i}=4, l_{11}(t)=l_{22}(t)=k_{12}(t)=k_{21}(t)=0, l_{12}(t)=\sqrt{2} / 4$, $l_{21}(t)=\sqrt{2} / 3, k_{11}=\left(2 \sqrt{2} e^{2}\right)^{-1}$ and $k_{22}(t)=\left(2 \sqrt{2} e^{2}\right)^{-1}$, the comparison system is

$$
\left\{\begin{align*}
\frac{d \eta_{1}}{d t} & =-4 \eta_{1}(t)+\frac{1}{2} \eta_{2}(t)+\frac{1}{2 e^{2}} \eta_{1}(t-1), & &  \tag{3.11}\\
\frac{d \eta_{2}}{d t} & =-4 \eta_{2}(t)+\frac{2}{3} \eta_{1}(t)+\frac{1}{2 e^{2}} \eta_{2}(t-1), & & t \neq t_{k}, k=1, \ldots \\
\eta_{i}\left(t_{k}\right) & =\sum_{j=1}^{2}\left\|D_{i j k}\right\| \eta_{j}\left(t_{k}-0\right), & & i=1,2, k=1, \ldots
\end{align*}\right.
$$

For system (3.11), using the notation of Theorem 3.1,

$$
A=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]=\left[\begin{array}{cc}
-4 & 1 / 2 \\
2 / 3 & -4
\end{array}\right], \quad B=\left[\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right]=\left[\begin{array}{cc}
\left(2 e^{2}\right)^{-1} & 0 \\
0 & \left(2 e^{2}\right)^{-1}
\end{array}\right],
$$

and

$$
\tilde{A}=\left[\begin{array}{cc}
0 & 1 / 2 \\
2 / 3 & 0
\end{array}\right], \quad \tilde{B}=B=\left[\begin{array}{cc}
\left(2 e^{2}\right)^{-1} & 0 \\
0 & \left(2 e^{2}\right)^{-1}
\end{array}\right]
$$

By choosing $c_{i}=1, \alpha_{i}=4, i=1,2,\|B\|=\left(2 e^{2}\right)^{-1}, \gamma=3,\|\tilde{B}\|=\left(2 e^{2}\right)^{-1}, \tau=1$, $\alpha=2$, then $\left\|R_{i}\left(t, t_{0}\right)\right\| \leq c_{i} e^{-\alpha_{i}\left(t-t_{0}\right)}, i=1,2$, and $\gamma-\|\tilde{B}\| e^{\alpha \tau}-\alpha>0$. Let

$$
D_{k}=\left[\begin{array}{ll}
D_{11 k} & D_{12 k} \\
D_{21 k} & D_{22 k}
\end{array}\right]=\left[\begin{array}{cccc}
e-3 / 2 & 0 & 1 & 1 / 2 \\
1 & 0 & 0 & 1 / 2 \\
0 & 1 & 1 / 2 & 0 \\
0 & -1 & 0 & 0
\end{array}\right]
$$

then $\left\|D_{k}\right\|=\left\|\tilde{D}_{k}\right\|=e-1 / 2$ and if
(1) $t_{k}-t_{k-1} \geq 2>\tau$, then $\left(e^{-2 t} \prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}\right) \leq 1$,
(2) $t_{k}-t_{k-1} \geq 2+1 / k$, then $\lim _{l \rightarrow \infty}\left(e^{-2 t} \prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}\right)=0$,
(3) $t_{k}-t_{k-1} \geq 2+\eta, \eta>0$, then $\left(e^{-t /(2+\eta)} \prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}\right) \leq 1$.

Thus we can conclude that system (3.10) is: stable in case (1), asymptotically stable in case (2), and exponentially stable in case (3).

## 4. A large-scale impulsive neutral system

In this section, we consider the large-scale impulsive neutral system

$$
\left\{\begin{align*}
\frac{d x_{i}(t)}{d t}= & A_{i i}(t) x_{i}(t)+\sum_{j \neq i} A_{i j}(t) x_{j}(t)+\sum_{j=1}^{r} B_{i j}(t) x_{j}(t-\tau)  \tag{4.1}\\
& +\sum_{j=1}^{n} C_{i j}(t) x_{j}^{\prime}(t-\tau), \quad t \in J \backslash I, i=1, \ldots, r \\
x_{i}\left(t_{k}\right)= & \sum_{j=1}^{r} D_{i j k} x_{j}\left(t_{k}-0\right), \quad t_{k} \in I
\end{align*}\right.
$$

where $A_{i j}, B_{i j} \in C\left[J, R^{n_{i} \times n_{j}}\right], D_{i j k} \in R^{n_{i} \times n_{j}}, x_{i}^{T}=\left(x_{1}^{i}, \ldots, x_{n_{i}}^{i}\right) \in R^{n_{i}}, C_{i j} \in$ $C^{1}\left[J, R^{n_{i} \times n_{j}}\right], i, j=1, \ldots, r$, and $\sum_{i=1}^{r} n_{i}=n$.

If $n_{i}=n_{j}=1$ and $D=\left(D_{i j k}\right)=E$ in the system (4.1), where $E$ is an identity matrix, it means that the system does not have an impulse at the point $\tau_{k}$. Then the system becomes

$$
\begin{equation*}
\frac{d x(t)}{d t}=A(t) x(t)+B(t) x(t-\tau)+C(t) x^{\prime}(t-\tau) \tag{4.2}
\end{equation*}
$$

Denote by $R\left(t, t_{0}\right)$ the fundamental matrix of $d x / d t=A(t) x$ and by $x(t)=x\left(t, t_{0}, \phi\right)$ the solution of (4.2) with initial condition $x(t)=\phi(t), t \in\left[t_{0}-\tau, t_{0}\right]$.

## Lemma 4.1. Assume that

(1) $\|C(t)\|$ is a decreasing function;
(2) there exist $\gamma \in C\left[R, R^{+}\right], M>0$ such that $\left\|R\left(t, t_{0}\right)\right\| \leq M e^{-\int_{t_{0}}^{\prime} \gamma(s) d s}$;
(3) there exists $l>0$ such that $e^{\int_{1-\mathrm{r}}^{t} \gamma(s) d s} \leq l$.

Then the solution $x(t)=x\left(t, t_{0}, \phi\right)$ of (4.2) satisfies

$$
\begin{align*}
\|x(t)\| \leq & {\left[M\left(1+\left\|C\left(t_{0}\right)\right\|\right)+\left\|C\left(t_{0}-\tau\right)\right\| l\right] } \\
& \times\left\|x_{t_{0}}\right\| \exp \left(\int_{i_{0}}^{c}\left[l\left(\frac{1}{\tau}\|C(s)\|+M L(s)\right)-\gamma(s)\right] d s\right) \tag{4.3}
\end{align*}
$$

where $L(t)=\|A(t)\|\|C(t)\|+\left\|C^{\prime}(t)\right\|+\|B(t)\|$.
Proof. By the method of variation of parameters, the solution of (4.2) is given by

$$
\begin{align*}
x(t)= & R\left(t, t_{0}\right) x\left(t_{0}\right)+\int_{t_{0}}^{t} R(t, s) B(s) x(s-\tau) d s \\
& +\int_{t_{0}}^{t} R(t, s) C(s) x^{\prime}(s-\tau) d s \tag{4.4}
\end{align*}
$$

Integrating by parts, the third term on the right-hand side is

$$
\begin{aligned}
& \int_{t_{0}}^{t} R(t, s) C(s) x^{\prime}(s-\tau) d s \\
&= \int_{t_{0}}^{t} R(t, s) C(s) d x(s-\tau) \\
&= R(t, t) C(t) x(t-\tau)-R\left(t, t_{0}\right) C\left(t_{0}\right) x\left(t_{0}-\tau\right) \\
&-\int_{t_{0}}^{t}\left[R_{s}^{\prime}(t, s) C(s)+R(t, s) C^{\prime}(s)\right] x(s-\tau) d s \\
&= C(t) x(t-\tau)-R\left(t, t_{0}\right) C\left(t_{0}\right) x\left(t_{0}-\tau\right) \\
&-\int_{t_{0}}^{t}\left[-R(t, s) A(s) C(s)+R(t, s) C^{\prime}(s)\right] x(s-\tau) d s
\end{aligned}
$$

since $R(t, t)=E$. So

$$
\begin{aligned}
x(t)= & R\left(t, t_{0}\right) x\left(t_{0}\right)+\int_{t_{0}}^{t} R(t, s) B(s) x(s-\tau) d s+C(t) x(t-\tau) \\
& -R\left(t, t_{0}\right) C\left(t_{0}\right) x\left(t_{0}-\tau\right)+\int_{t_{0}}^{1} R(t, s)\left[A(s) C(s)-C^{\prime}(s)\right] x(s-\tau) d s
\end{aligned}
$$

Thus

$$
\|x(t)\| \leq\left\|R\left(t, t_{0}\right)\right\|\left\|x\left(t_{0}\right)\right\|+\int_{t_{0}}^{t}\|R(t, s)\|\|B(s)\|\|x(s-\tau)\| d s
$$

$$
\begin{aligned}
& +\|C(t)\|\|x(t-\tau)\|+\left\|R\left(t, t_{0}\right)\right\|\left\|C\left(t_{0}\right)\right\|\left\|x\left(t_{0}-\tau\right)\right\| \\
& +\int_{t_{0}}^{t}\|R(t, s)\|\left[\|A(s)\|\|C(s)\|+\left\|C^{\prime}(s)\right\|\right]\|x(s-\tau)\| d s \\
\leq & M e^{-\int_{t_{0}}^{\prime} \gamma(s) d s}\left\|x_{t_{0}}\right\|+\int_{t_{0}}^{t} M e^{-\int_{s}^{\prime} \gamma(\eta) d \eta}\|B(s)\|\|x(s-\tau)\| d s \\
& +\|C(t)\|\|x(t-\tau)\|+M e^{-\int_{t_{0}}^{\prime} \gamma(s) d s}\left\|C\left(t_{0}\right)\right\|\left\|x_{t_{0}}\right\| \\
& +\int_{t_{0}}^{t} M e^{-\int_{s}^{\prime} \gamma(\eta) d \eta}\left[\|A(s)\|\|C(s)\|+\left\|C^{\prime}(s)\right\|\right]\|x(s-\tau)\| d s \\
= & M e^{-\int_{t_{0}}^{\prime} \gamma(s) d s}\left\|x_{t_{0}}\right\|\left(1+\left\|C\left(t_{0}\right)\right\|\right)+\|C(t)\|\|x(t-\tau)\| \\
& +\int_{t_{0}}^{t} M e^{-\int_{s}^{\prime} \gamma(\eta) d \eta}\left[\|A(s)\|\|C(s)\|+\left\|C^{\prime}(s)\right\|+\|B(s)\|\right]\|x(s-\tau)\| d s \\
= & M e^{-\int_{t_{0}}^{\prime} \gamma(s) d s}\left\|x_{t_{0}}\right\|\left(1+\left\|C\left(t_{0}\right)\right\|\right)+\|C(t)\|\|x(t-\tau)\| \\
& +\int_{t_{0}}^{t} M e^{-\int_{s}^{\prime} \gamma(\eta) d \eta} L(s)\|x(s-\tau)\| d s .
\end{aligned}
$$

Multiplying both sides by $e^{\int_{1_{0}^{\prime}}^{t} \gamma(s) d s}$, we have

$$
\begin{aligned}
e^{\int_{t_{0}}^{\prime} \gamma(s) d s}\|x(t)\| \leq & M\left\|x_{t_{0}}\right\|\left(1+\left\|C\left(t_{0}\right)\right\|\right)+\|C(t)\| e^{\int_{t_{0}}^{\prime} \gamma(s) d s}\|x(t-\tau)\| \\
& +\int_{t_{0}}^{1} M e^{\int_{t_{0}}^{s} \gamma(\eta) d \eta} L(s)\|x(s-\tau)\| d s .
\end{aligned}
$$

Let

$$
y(t)=\sup _{t_{0}-\tau \leq s \leq t} e^{\int_{0_{0}}^{s} \gamma(\eta) d \eta}\|x(s)\|
$$

Then $y(t) \geq e^{\int_{i_{0}}^{\prime} \gamma(s) d s}\|x(t)\|, t \geq t_{0}-\tau, y(t)$ is a nondecreasing function and

$$
\begin{aligned}
& e^{\int_{t_{0}}^{t} r(s) d s}\|x(t)\| \\
& \leq M\left\|x_{t_{0}}\right\|\left(1+\left\|C\left(t_{0}\right)\right\|\right)+\|C(t)\| e^{\int_{t-\tau}^{t} \gamma(s) d s} e^{f_{0}^{t-\tau} \gamma(s) d s}\|x(t-\tau)\| \\
&+\int_{t_{0}}^{1} M e^{\int_{1-\tau}^{s} \gamma(\eta) d \eta} e^{\int_{t_{0}}^{s-\tau} \gamma(\eta) d \eta} L(s)\|x(s-\tau)\| d s \\
& \leq M\left\|x_{t_{0}}\right\|\left(1+\left\|C\left(t_{0}\right)\right\|\right)+\|C(t)\| l y(t-\tau)+\int_{t_{0}}^{t} M l L(s) y(s-\tau) d s \\
& \leq M\left\|x_{t_{0}}\right\|\left(1+\left\|C\left(t_{0}\right)\right\|\right)+\frac{l}{\tau} \int_{t-\tau}^{t}\|C(s)\| y(s) d s \\
&+\int_{t_{0}}^{t} M l L(s) y(s-\tau) d s
\end{aligned}
$$

in view of the fact that $\|C(t)\|$ is nonincreasing and $y(t)$ is nondecreasing. Thus

$$
\begin{aligned}
e^{f_{t_{0}}^{t} \gamma(s) d s}\|x(t)\| \leq & M\left\|x_{t_{0}}\right\|\left(1+\left\|C\left(t_{0}\right)\right\|\right)+\int_{t_{0}-\tau}^{t_{0}} \frac{l}{\tau}\|C(s)\| y(s) d s \\
& +\int_{t_{0}}^{t} \frac{l}{\tau}\|C(s)\| y(s) d s+\int_{t_{0}}^{t} M l L(s) y(s) d s \\
\leq & M\left\|x_{t_{0}}\right\|\left(1+\left\|C\left(t_{0}\right)\right\|\right)+l\left\|C\left(t_{0}-\tau\right)\right\|\left\|x_{t_{0}}\right\| \\
& +\int_{t_{0}}^{t} \frac{l}{\tau}\|C(s)\| y(s) d s+\int_{t_{0}}^{t} M l L(s) y(s) d s \\
\leq & \left.\left\|x_{t_{0}}\right\|\left[1+\left\|C\left(t_{0}\right)\right\|\right) M+\left\|C\left(t_{0}-\tau\right)\right\| l\right] \\
& +\int_{t_{0}}^{t} l\left[\frac{1}{\tau}\|C(s)\|+M L(s)\right] y(s) d s .
\end{aligned}
$$

The right-hand side of the last inequality is nondecreasing and it yields that

$$
\begin{aligned}
y(t) \leq & \left\|x_{t_{0}}\right\|\left[\left(1+\left\|C\left(t_{0}\right)\right\|\right) M+\left\|C\left(t_{0}-\tau\right)\right\| l\right] \\
& +\int_{t_{0}}^{t} l\left[\frac{1}{\tau}\|C(s)\|+M L(s)\right] y(s) d s
\end{aligned}
$$

The Gronwall-Bellman inequality implies

$$
y(t) \leq\left\|x_{t_{0}}\right\|\left[\left(1+\left\|C\left(t_{0}\right)\right\|\right) M+\left\|C\left(t_{0}-\tau\right)\right\| l\right] e^{\left.\int_{t_{0}}^{1}\left\|\frac{1}{\tau}\right\| C(s) \|+M L(s)\right] d s}
$$

and so (4.3) holds. The proof is complete.
Lemma 4.2. Assume that conditions (2)-(3) of Lemma 4.1 hold and there exists $\tilde{C}>0$ such that $\|C(t)\| \leq \tilde{C}<1 / l$. Then the solution $x(t)$ of (4.2) satisfies

$$
\begin{equation*}
\|x(t)\| \leq \frac{M\left(1+\left\|C\left(t_{0}\right)\right\|\right)}{1-\tilde{C} l}\left\|x_{t_{0}}\right\| \exp \left(\int_{t_{0}}^{t}\left[\frac{M l L(s)}{1-\tilde{C} l}-\gamma(s)\right] d s\right) \tag{4.5}
\end{equation*}
$$

where $L(t)=\|A(t)\|\|C(t)\|+\left\|C^{\prime}(t)\right\|+\|B(t)\|$.
Proof. From the first part of the proof of Lemma 4.1, it follows that

$$
\begin{aligned}
e^{\int_{t_{0}}^{\prime} r(s) d s}\|x(t)\| \leq & M\left\|x_{t_{0}}\right\|\left(1+\left\|C\left(t_{0}\right)\right\|\right) \\
& +\|C(t)\| e^{\int_{1-\tau}^{\prime} \gamma(s) d s} e^{\int_{t_{0}}^{\prime-\tau} \gamma(s) d s}\|x(t-\tau)\| \\
& +\int_{t_{0}}^{t} M e^{\int_{s-r}^{s} \gamma(\eta) d \eta} e^{\int_{i_{0}}^{s-\tau} r(\eta) d \eta} L(s)\|x(s-\tau)\| d s \\
\leq & M\left\|x_{t_{0}}\right\|\left(1+\left\|C\left(t_{0}\right)\right\|\right)+\|C(t)\| l y(t-\tau)
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{t_{0}}^{t} M l L(s) y(s-\tau) d s \\
\leq & M\left\|x_{t_{0}}\right\|\left(1+\left\|C\left(t_{0}\right)\right\|\right)+\tilde{C} l y(t)+\int_{t_{0}}^{t} M l L(s) y(s) d s
\end{aligned}
$$

where $y(t) \geq e^{\int_{t_{0}}^{\prime} y(s) d s}\|x(t)\|, t \geq t_{0}-\tau$, is a nondecreasing function. Furthermore, since the right-hand side of the last inequality is nondecreasing, it follows that

$$
y(t) \leq M\left\|x_{t_{0}}\right\|\left(1+\left\|C\left(t_{0}\right)\right\|\right)+\tilde{C} l y(t)+\int_{t_{0}}^{t} M l L(s) y(s) d s
$$

thus

$$
y(t) \leq \frac{M\left\|x_{t_{0}}\right\|\left(1+\left\|C\left(t_{0}\right)\right\|\right)}{1-\tilde{C} l}+\frac{1}{1-\tilde{C} l} \int_{t_{0}}^{t} M l L(s) y(s) d s .
$$

The Gronwall-Bellman inequality implies

$$
y(t) \leq \frac{M\left(1+\left\|C\left(t_{0}\right)\right\|\right)}{1-\tilde{C} l}\left\|x_{t_{0}}\right\| e^{\int_{t_{0}}^{t} \frac{M\left(L_{t}\right)}{1-\tilde{c} l} d s}
$$

and so (4.5) holds. The proof is complete.
THEOREM 4.3. Assume that the conditions of Lemma 4.1 hold and $x(t)=x\left(t, t_{0}, \phi\right)$ is the solution of the system

$$
\begin{cases}d x / d t=A(t) x(t)+B(t) x(t-\tau)+C(t) x^{\prime}(t-\tau), & t \neq t_{k}  \tag{4.6}\\ x\left(t_{k}\right)=D_{k} x\left(t_{k}-0\right), & \theta \in\left[t_{0}-\tau, t_{0}\right] \\ x(\theta)=\phi(\theta), & \end{cases}
$$

Then for $t_{k} \leq t<t_{k+1}$,

$$
\|x(t)\| \leq\left\|x_{t_{0}}\right\| M_{0} \prod_{1 \leq j \leq k} M_{j} \max \left\{\sup _{t_{j}-\tau \leq t<t_{j}} e^{\int_{1}^{\prime} \alpha(s) d s},\left\|D_{j}\right\|\right\} e^{f_{t_{0}}^{\prime} \alpha(s) d s},
$$

where $\alpha(t)=l\left(\frac{1}{r}\|C(s)\|+M L(s)\right)-\gamma(s), M_{k}=M\left(1+\left\|C\left(t_{k}\right)\right\|\right)+\left\|C\left(t_{k}-\tau\right)\right\| l$, $L(t)=\|A(t)\|\|C(t)\|+\left\|C^{\prime}(t)\right\|+\|B(t)\|$ and $l \geq e^{\int_{--r}^{\prime} \gamma(s) d s}, t \geq t_{0}$.

Proof. From Lemma 4.1, for any $k=1, \ldots$, we have

$$
\|x(t)\| \leq M_{k}\left\|x_{t}\right\| e^{\int_{M_{k}}^{\prime} a(s) d s}, \quad t \in\left[t_{k}, t_{k+1}\right)
$$

Since $x\left(t_{k}\right)=D_{k} x\left(t_{k}-0\right)$, it follows that

$$
\left\|x_{t_{k}}\right\|=\sup _{t_{t}-t \leq 1 \leq t_{k}}\|x(t)\|=\max \left\{\sup _{t_{k}-r \leq t<t_{k}}\|x(t)\|,\left\|x\left(t_{k}\right)\right\|\right\}
$$

$$
\begin{aligned}
& \leq \max \left\{\sup _{t_{k}-\tau \leq t<t_{k}}\|x(t)\|,\left\|D_{k}\right\|\left\|x\left(t_{k}-0\right)\right\|\right\} \\
& \leq \max \left\{\sup _{t_{k}-\tau \leq t<t_{k}} M_{k-1}\left\|x_{t_{k-1}}\right\| e^{f_{t_{t-1}^{t}} \alpha(s) d s}, M_{k-1}\left\|D_{k}\right\|\left\|x_{t_{k-1}}\right\| e^{\int_{t_{k-1}}^{t_{t}} \alpha(s) d s}\right\} \\
& \leq M_{k-1}\left\|x_{t_{k-1}}\right\| \max \left\{\sup _{t_{t}-\tau \leq t<t_{k}} e^{\int_{t_{k}}^{t} \alpha(s) d s},\left\|D_{k}\right\|\right\} e^{\int_{t_{k-1}}^{J_{k}} \alpha(s) d s} .
\end{aligned}
$$

Using a similar argument, we have that

$$
\left\|x_{t_{k-1}}\right\| \leq M_{k-2}\left\|x_{t_{k-2}}\right\| \max \left\{\sup _{t_{k-1}-\tau \leq t<t_{k-1}} e^{\int_{k_{k-1}}^{\prime} \alpha(s) d s},\left\|D_{k-1}\right\|\right\} e^{f_{k-2}^{t_{k-2} \alpha(s) d s}}
$$

and so on. Thus we get, for $t_{k} \leq t<t_{k+1}$,

$$
\begin{aligned}
\|x(t)\| & \leq M_{k}\left\|x_{t_{k}}\right\| e^{\int_{t_{k}}^{\prime} \alpha(s) d s} \\
& \leq M_{k} M_{k-1}\left\|x_{t_{k-1}}\right\| \max \left\{\sup _{t_{1}-t \leq t<t_{k}} e^{\int_{t_{k}}^{t} \alpha(s) d s},\left\|D_{k}\right\|\right\} e^{\int_{t_{k-1}}^{t_{k}} \alpha(s) d s} e^{\int_{t_{k}^{\prime}}^{t} \alpha(s) d s} \\
& =M_{k} M_{k-1}\left\|x_{t_{k-1}}\right\| \max \left\{\sup _{t_{k}-\tau \leq t<t_{k}} e^{\int_{t_{k}}^{t} \alpha(s) d s},\left\|D_{k}\right\|\right\} e^{\int_{t_{t-1}}^{\prime} \alpha(s) d s} \\
& \leq \cdots \leq\left\|x_{t_{0}}\right\| M_{0} \prod_{1 \leq j \leq k} M_{j} \max \left\{\sup _{t_{j}-r \leq t<t_{j}} e^{\int_{t_{j}}^{\prime} \alpha(s) d s},\left\|D_{j}\right\|\right\} e^{\int_{t_{0}}^{\prime} \alpha(s) d s} .
\end{aligned}
$$

The proof is complete.

THEOREM 4.4. Assume that the conditions of Lemma 4.2 hold and that $x(t)$ is the solution of (4.6). Then for $t_{k} \leq t<t_{k+1}$,

$$
\|x(t)\| \leq\left\|x_{t_{0}}\right\| M_{0} \prod_{1 \leq j \leq k} M_{j} \max \left\{\sup _{t_{j}-\tau \leq 1<t_{j}} e^{\int_{1 j}^{\prime} \alpha(s) d s},\left\|D_{j}\right\|\right\} e^{\int_{t_{0}}^{\prime} \alpha(s) d s},
$$

where $\alpha(t)=M l L(s) /(1-\tilde{C} l)-\gamma(s), M_{k}=M\left(1+\left\|C\left(t_{k}\right)\right\|\right) /(1-\tilde{C} l), L(t)=$ $\|A(t)\|\|C(t)\|+\left\|C^{\prime}(t)\right\|+\|B(t)\|$ and $l \geq \int_{t-\tau}^{t} \gamma(s) d s$.

Proof. The proof is similar to that of Theorem 4.3, and we therefore omit it.
It is easy to obtain the following result from Theorems 4.3 and 4.4.
COROLLARY 4.5. Assume that the conditions of Theorems 4.3 or 4.4 hold. Then
(1) $\lim \sup _{t \rightarrow \infty}\left(e^{\int_{10}^{\prime} \alpha(s) d s} \prod_{j \in \Delta(1)} M_{j} \max \left\{\left\|D_{j}\right\|, \sup _{t_{j}-\tau \leq 1 \leq l_{i}} e^{\int_{t j}^{\prime} \alpha(\mathbf{s}) d s}\right\}\right)<\infty$ implies system (4.6) is stable;
(2) $\lim \sup _{t \rightarrow \infty}\left(e^{\int_{t_{0}}^{\prime} \alpha(s) d s} \prod_{j \in \Delta(t)} M_{j} \max \left\{\left\|D_{j}\right\|, \sup _{t_{j}-\tau \leq t \leq t_{j}} e^{\int_{t_{j}} \alpha(s) d s}\right\}\right)=0$ implies system (4.6) is asymptotically stable, where $M_{j}$ and $\alpha(t)$ are as in Theorem 4.3 or Theorem 4.4 respectively according to which conditions hold.

COROLLARY 4.6. Assume that the conditions of Theorems 4.3 or 4.4 hold and $\alpha(t)=-\alpha=$ constant. Furthermore, there exist a constant $\eta>\tau$ and $M>0$ such that $t_{k}-t_{k-1}=\eta$ and $M_{j} \max \left\{e^{\alpha \tau},\left\|D_{j}\right\|\right\} \leq M$. Then
(1) $M \leq e^{\alpha \eta}$ implies system (4.6) is stable;
(2) $M<e^{\alpha \eta}$ implies system (4.6) is exponentially stable.

Next, we will consider a large-scale impulsive neutral system (4.1). Assume that $R_{i i}(t, s)$ satisfies $R_{i i}(t, t)=E$ and

$$
\frac{\partial R_{i i}(t, s)}{\partial t}=A_{i i}(t) R_{i i}(t, s), \quad t \in J \backslash I, i=1, \ldots, r
$$

Theorem 4.7. Assume that
(1) there exist a scalar function $\alpha \in C[J, R]$ and constant $M_{i} \geq 1$ such that

$$
\left\|R_{i i}\left(t, t_{0}\right)\right\| \leq M_{i} e^{-\int_{i_{0}}^{\prime} \alpha(\xi) d \xi}
$$

(2) $\left\|C_{i j}(t)\right\|$ are nonincreasing functions;
(3) there exist $N>0, l>0$ and a scalar function $\beta \in C[I, R]$ such that $l \geq \sup _{t \geq t_{0}} e^{\int_{t-1}^{\prime} \alpha(s) d s}$ and the fundamental matrix solution $Q\left(t, t_{0}\right)$ of the ordinary differential equations

$$
\frac{d \eta_{i}}{d t}=\sum_{j=1}^{r} v_{i j}(t) \eta_{j}, \quad i=1, \ldots, r
$$

satisfies $\left\|Q\left(t, t_{0}\right)\right\| \leq N e^{\int_{1_{0}}^{\prime} \beta(s) d s}$, where

$$
\begin{aligned}
v_{i j} & =\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(s)\right\|+M_{i} l L(s)+\frac{l}{\tau}\left\|C_{i j}(s)\right\| \quad \text { and } \\
L(t) & =\left\|B_{i j}(t)\right\|+\left\|C_{i j}^{\prime}(t)\right\|+\left\|A_{i i}(t)\right\|\left\|C_{i j}(t)\right\| .
\end{aligned}
$$

If $M=\max _{1 \leq i \leq r} M_{i}, \tilde{M}_{k}=N\left[M+(M+l)\left\|C_{i_{k}}\right\|\right]$, then
(1) system (4.1) is stable if
(2) system (4.1) is asymptotically stable if

$$
\limsup _{t \rightarrow \infty} \frac{\prod_{j \in \Delta(t)} \tilde{M}_{j} \max \left\{\left\|D_{j}\right\|, \sup _{t_{j}-\tau \leq t<t_{j}} e^{\int_{i}^{\prime}(\beta(s)-\alpha(s)) d s}\right\}}{e^{\int_{t_{0}^{\prime}}^{\prime}(\alpha(s)-\beta(s)) d s}}=0
$$

(3) if there exists a positive number $\mu$ such that

$$
\underset{t \rightarrow \infty}{\limsup } \frac{\prod_{j \in \Delta(t)} \tilde{M}_{j} \max \left\{\left\|D_{j}\right\|, \sup _{t_{j}-\tau \leq t<t_{j}} e^{\int_{t_{j}^{\prime}}^{\prime}(\beta(s)-\alpha(s)) d s}\right\}}{e^{\int_{t_{0}^{\prime}}^{\prime}(\alpha(s)-\beta(s)+\mu) d s}}=0
$$

then system (4.1) is exponentially stable.

Proof. Using the method of variation of parameters, the solution of system (4.1) can be written as

$$
\begin{aligned}
x_{i}(t)= & R_{i i}\left(t, t_{0}\right) x_{i}\left(t_{0}\right)+\int_{t_{0}}^{t} R_{i i}(t, s) \sum_{j \neq i} A_{i j}(s) x_{j}(s) d s \\
& +\int_{t_{0}}^{t} R_{i i}(t, s) \sum_{j=1}^{r} B_{i j}(s) x_{j}(s-\tau) d s+\int_{t_{0}}^{t} R_{i i}(t, s) \sum_{j=1}^{r} C_{i j}(s) x_{j}^{\prime}(s-\tau) d s
\end{aligned}
$$

Since

$$
\begin{aligned}
& \int_{t_{0}}^{t} R_{i i}(t, s) \sum_{j=1}^{r} C_{i j}(s) x_{j}^{\prime}(s-\tau) d s \\
&= \sum_{j=1}^{r} C_{i j}(t) x_{j}(t-\tau)-R_{i i}\left(t, t_{0}\right) \sum_{j=1}^{r} C_{i j}\left(t_{0}\right) x_{j}\left(t_{0}-\tau\right) \\
&-\int_{t_{0}}^{r} R_{i i}(t, s) \sum_{j=1}^{r} C_{i j}^{\prime}(s) x_{j}(s-\tau) d s \\
&+\int_{t_{0}}^{t} R_{i i}(t, s) A_{i i}(s) \sum_{j=1}^{r} C_{i j}(s) x_{j}(s-\tau) d s
\end{aligned}
$$

then

$$
\begin{aligned}
x_{i}(t)= & R_{i i}\left(t, t_{0}\right) x_{i}\left(t_{0}\right)+\int_{i_{0}}^{t} R_{i i}(t, s) \sum_{j \neq i} A_{i j}(s) x_{j}(s) d s \\
& +\int_{t_{0}}^{t} R_{i i}(t, s) \sum_{j=1}^{r} B_{i j}(s) x_{j}(s-\tau) d s
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{j=1}^{r} C_{i j}(t) x_{j}(t-\tau)-R_{i i}\left(t, t_{0}\right) \sum_{j=1}^{r} C_{i j}\left(t_{0}\right) x_{j}\left(t_{0}-\tau\right) \\
& -\int_{10}^{t} R_{i i}(t, s) \sum_{j=1}^{r} C_{i j}^{\prime}(s) x_{j}(s-\tau) d s \\
& +\int_{10}^{1} R_{i i}(t, s) A_{i i}(s) \sum_{j=1}^{r} C_{i j}(s) x_{j}(s-\tau) d s .
\end{aligned}
$$

## Thus we have

$$
\begin{aligned}
\left\|x_{i}(t)\right\| \leq & M_{i} e^{-\int_{T_{0}}^{\prime} \alpha(s) d s}\left\|x_{i i_{0}}\right\| \\
& +\sum_{j=1}^{r} \int_{t_{0}}^{t}\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(s)\right\| e^{-\int_{s}^{\prime} \alpha(\xi) d \xi}\left\|\dot{x}_{j}(s)\right\| d s \\
& +\sum_{j=1}^{r} \int_{t_{0}}^{t} M_{i}\left\|B_{i j}(s)\right\| e^{-\int_{i}^{\prime} \alpha(\xi) d \xi}\left\|x_{j}(s-\tau)\right\| d s \\
& +\sum_{j=1}^{r}\left\|C_{i j}(t)\right\|\left\|x_{j}(t-\tau)\right\|+M_{i} e^{-\int_{i_{0}^{\prime}}^{\prime} \alpha(s) d s} \sum_{j=1}^{r}\left\|C_{i j}\left(t_{0}\right)\right\|\left\|x_{j}\left(t_{0}-\tau\right)\right\| \\
& +\int_{t_{0}}^{t} M_{i} e^{-\int_{s^{\prime} \alpha(\xi) d \xi} \sum_{j=1}^{r}\left\|C_{i j}^{\prime}(s)\right\| x_{j}(s-\tau) \| d s} \\
& +\int_{t_{0}}^{t} M_{i} e^{-\int_{0}^{\prime} \alpha \alpha(\xi) d \xi}\left\|A_{i i}(s)\right\| \sum_{j=1}^{r}\left\|C_{i j}(s)\right\|\left\|x_{j}(s-\tau)\right\| d s
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|x_{i}(t)\right\| e^{\int_{10}^{\prime} \alpha(s) d s} \leq & M_{i}\left\|x_{i_{0}}\right\|+\sum_{j=1}^{r} \int_{t_{0}}^{t}\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(s)\right\| e^{\int_{10}^{s} \alpha(\xi) d \xi}\left\|x_{j}(s)\right\| d s \\
& +\sum_{j=1}^{r} \int_{10}^{t} M_{i}\left\|B_{i j}(s)\right\| e^{\int_{00}^{s}(\xi) d \xi}\left\|x_{j}(s-\tau)\right\| d s \\
& +e^{\int_{10}^{\prime} \alpha(s) d s} \sum_{j=1}^{r}\left\|C_{i j}(t)\right\|\left\|x_{j}(t-\tau)\right\|+M_{i} \sum_{j=1}^{r}\left\|C_{i j}\left(t_{0}\right)\right\|\left\|x_{j_{t 0}}\right\| \\
& +\int_{10}^{r} M_{i} e^{\int_{f_{0}}^{2} \alpha(\xi) d \xi} \sum_{j=1}^{r}\left\|C_{i j}^{\prime}(s)\right\| x_{j}(s-\tau) \| d s \\
& +\int_{10}^{\prime} M_{i} e^{\int_{10}^{s} \alpha(\xi) d \xi}\left\|A_{i i}(s)\right\| \sum_{j=1}^{r}\left\|C_{i j}(s)\right\|\left\|x_{j}(s-\tau)\right\| d s
\end{aligned}
$$

$$
\begin{align*}
= & M_{i}\left\|x_{i t_{0}}\right\|+M_{i} \sum_{j=1}^{r}\left\|C_{i j}\left(t_{0}\right)\right\|\left\|x_{j t_{0}}\right\| \\
& +\sum_{j=1}^{r} \int_{t_{0}}^{t}\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(s)\right\| e^{\int_{t_{0}}^{s} \alpha(\xi) d \xi}\left\|x_{j}(s)\right\| d s \\
& +\sum_{j=1}^{r} \int_{t_{0}}^{t} M_{i} e^{\int_{t_{0}}^{s} \alpha(\xi) d \xi}\left[\left\|B_{i j}(s)\right\|+\left\|C_{i j}^{\prime}(s)\right\|\right. \\
& \left.+\left\|A_{i i}(s)\right\|\left\|C_{i j}(s)\right\|\right]\left\|x_{j}(s-\tau)\right\| d s \\
& +e^{\int_{t_{0}}^{\prime} \alpha(s) d s} \sum_{j=1}^{r}\left\|C_{i j}(t)\right\|\left\|x_{j}(t-\tau)\right\| . \tag{4.7}
\end{align*}
$$

Let $y_{i}(t)=\max _{t_{0}-\tau \leq \xi \leq t}\left\|x_{i}(\xi)\right\| e^{\int_{0_{0}}^{\xi} \alpha(s) d s}$, then $y_{i}(t)$ is a nondecreasing function, $i=1, \ldots, r$. As $y_{i}(t)$ is nondecreasing, $\left\|C_{i j}(t)\right\|$ is nonincreasing, and because $l \geq \sup _{t \geq t_{0}} \int_{t_{--\mathrm{r}}^{\prime} \alpha(s) d s}^{\prime}$, we have

$$
\begin{aligned}
& \sum_{j=1}^{r}\left\|C_{i j}(t)\right\|\left\|x_{j}(t-\tau)\right\| e^{\int_{t_{0}}^{\prime} \alpha(s) d s} \\
& \quad \leq \sum_{j=1}^{r}\left\|C_{i j}(t)\right\| y_{j}(t-\tau) e^{\int_{t-r}^{\prime} \alpha(s) d s} \\
& \quad \leq \sum_{j=1}^{r} \frac{l}{\tau} \int_{t-\tau}^{t}\left\|C_{i j}(t)\right\| y_{j}(t-\tau) d s \leq \sum_{j=1}^{r} \frac{l}{\tau} \int_{t-\tau}^{t}\left\|C_{i j}(s)\right\| y_{j}(s) d s \\
& \quad \leq \sum_{j=1}^{r} \frac{l}{\tau} \int_{t_{0}}^{t}\left\|C_{i j}(s)\right\| y_{j}(s) d s+\sum_{j=1}^{r} \frac{l}{\tau} \int_{t_{0}-\tau}^{t_{0}}\left\|C_{i j}(s)\right\| y_{j}(s) d s \\
& \quad \leq \sum_{j=1}^{r} \frac{l}{\tau} \int_{t_{0}}^{t}\left\|C_{i j}(s)\right\| y_{j}(s) d s+\sum_{j=1}^{r} l\left\|C_{i j}\left(t_{0}-\tau\right)\right\|\left\|x_{j t_{0}}\right\| .
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \left\|x_{i}(t)\right\| e^{\int_{t_{0}}^{t} \alpha(s) d s} \\
& \leq \\
& \leq M_{i}\left\|x_{i t_{0}}\right\|+M_{i} \sum_{j=1}^{r}\left\|C_{i j}\left(t_{0}\right)\right\|\left\|x_{j t_{0}}\right\| \\
& \\
& \quad+\sum_{j=1}^{r} \int_{t_{0}}^{t}\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(s)\right\| y_{j}(s) d s+\sum_{j=1}^{r} \int_{t_{0}}^{t} M_{i} l L(s) \| y_{j}(s) d s \\
& \\
& \quad+\sum_{j=1}^{r} \frac{l}{\tau} \int_{t_{0}}^{t}\left\|C_{i j}(s)\right\| y_{j}(s) d s+\sum_{j=1}^{r} l\left\|C_{i j}\left(t_{0}-\tau\right)\right\|\left\|x_{j t_{0}}\right\|
\end{aligned}
$$

$$
\begin{aligned}
= & \left.M_{i}\left\|x_{i t_{0}}\right\|+\sum_{j=1}^{r}\left[M_{i}\left\|C_{i j}\left(t_{0}\right)\right\|+l\left\|C_{i j}\left(t_{0}-\tau\right)\right\|\right)\right]\left\|x_{j t_{0}}\right\| \\
& +\sum_{j=1}^{r} \int_{i_{0}}^{t}\left[\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(s)\right\|+M_{i} l L(s)+\frac{l}{\tau}\left\|C_{i j}(s)\right\|\right] y_{j}(s) d s .
\end{aligned}
$$

The right-hand side of the last inequality is increasing and hence

$$
\begin{aligned}
y_{i}(t) \leq & M_{i}\left\|x_{i t_{0}}\right\|+\sum_{j=1}^{r}\left[M_{i}\left\|C_{i j}\left(t_{0}\right)\right\|+l\left\|C_{i j}\left(t_{0}-\tau\right)\right\|\right]\left\|x_{j t_{0}}\right\| \\
& +\sum_{j=1}^{r} \int_{t_{0}}^{t}\left[\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(s)\right\|+M_{i} l L(s)+\frac{l}{\tau}\left\|C_{i j}(s)\right\|\right] y_{j}(s) d s \\
\leq & M_{i}\left\|x_{i t_{0}}\right\|+\left(M_{i}+l\right) \sum_{j=1}^{r}\left\|C_{i j t_{0}}\right\|\left\|x_{j t_{0}}\right\| \\
& +\sum_{j=1}^{r} \int_{t_{0}}^{t}\left[\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(s)\right\|+M_{i} l L(s)+\frac{l}{\tau}\left\|C_{i j}(s)\right\|\right] y_{j}(s) d s \\
\leq & M\left\|x_{i t_{0}}\right\|+(M+l) \sum_{j=1}^{r}\left\|C_{i j t_{0}}\right\|\left\|x_{j t_{0}}\right\| \\
& +\sum_{j=1}^{r} \int_{t_{0}}^{t}\left[\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(s)\right\|+M_{i} l L(s)+\frac{l}{\tau}\left\|C_{i j}(s)\right\|\right] y_{j}(s) d s \\
= & \bar{M}_{i}+\sum_{j=1}^{r} \int_{t_{0}}^{t} v_{i j}(s) y_{j}(s) d s .
\end{aligned}
$$

Let $P_{i}(t)=\bar{M}_{i}+\sum_{j=1}^{r} \int_{t_{0}}^{t} \nu_{i j}(s) y_{j}(s) d s$. Then $P_{i}(t) \geq y_{i}(t), P_{i}\left(t_{0}\right)=\bar{M}_{i}$ and

$$
P_{i}^{\prime}(t)=\sum_{j=1}^{r} v_{i j}(t) y_{j}(t) \leq \sum_{j=1}^{r} v_{i j}(t) P_{j}(t)
$$

Consider the system

$$
\left\{\begin{array}{l}
d \xi_{i} / d t=\sum_{j=1}^{r} v_{i j}(s) \xi_{j}(s), \quad t \in\left[t_{0}, t_{1}\right)  \tag{4.8}\\
\xi\left(t_{0}\right)=\bar{M}
\end{array}\right.
$$

where $\xi(s)=\operatorname{col}\left(\xi_{1}(s), \ldots, \xi_{r}(s)\right)$ and $\bar{M}=\operatorname{col}\left(\bar{M}_{1}, \ldots, \bar{M}_{r}\right)$. It is obvious that

$$
\xi_{i}(t) \geq P_{i}(t) \geq y_{i}(t) \geq\left\|x_{i}(t)\right\| e^{\int_{10}^{\prime} \alpha(s) d s}, \quad t \in\left[t_{0}-\tau, t_{1}\right)
$$

and thus $\|\xi(t)\| \geq\|x(t)\| e^{\int_{t_{0}}^{\prime} \alpha(s) d s}$. Furthermore, from condition (3), it follows that the solution $\xi(t)$ of (4.8) satisfies $\|\xi(t)\| \leq N\left\|\xi\left(t_{0}\right)\right\| e^{\int_{t_{0}}^{\prime} \beta(s) d s}$ on $\left[t_{0}, t_{1}\right)$ and

$$
\begin{aligned}
\left\|\xi\left(t_{0}\right)\right\| & =\|\bar{M}\|=\sum_{i=1}^{r} \bar{M}_{i}=\sum_{i=1}^{r}\left[M\left\|x_{i t_{0}}\right\|+(M+l) \sum_{j=1}^{r}\left\|C_{i j t_{0}}\right\|\left\|x_{i_{0}}\right\|\right] \\
& =M\left\|x_{t_{0}}\right\|+(M+l) \sum_{i=1}^{r}\left[\sum_{j=1}^{r}\left\|C_{i j t_{0}}\right\|\right]\left\|x_{j t_{0}}\right\| \\
& \leq M\left\|x_{t_{0}}\right\|+(M+l)\left\|C_{t_{0}}\right\|\left\|x_{t_{0}}\right\| .
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \|\xi(t)\| \leq N\left[M+(M+l)\left\|C_{t_{0}}\right\|\right]\left\|x_{t_{0}}\right\| e^{\int_{t_{0}}^{t} \beta(s) d s} \quad \text { and } \\
& \|x(t)\| \leq\|\xi(t)\| e^{-\int_{t_{0}}^{\prime} \alpha(s) d s} \leq N\left[M+(M+l)\left\|C_{t_{0}}\right\|\right]\left\|x_{t_{0}}\right\| e^{\int_{t_{0}}^{t}(\beta(s)-\alpha(s)] d s} .
\end{aligned}
$$

Using the same argument, it is easy to get that

$$
x(t) \leq N\left[M+(M+l)\left\|C_{t_{k}}\right\|\right]\left\|x_{t_{k}}\right\| e^{\int_{k}^{\prime}[\beta(s)-\alpha(s)] d s}, \quad t \in\left[t_{k-1}, t_{k}\right)
$$

Furthermore,

$$
\begin{aligned}
\left\|x_{t_{k}}\right\| & =\sup _{t_{k}-\tau \leq t \leq t_{k}}\|x(t)\|=\max \left\{\left\|x\left(t_{k}\right)\right\|, \sup _{t_{k}-\tau \leq t<t_{k}}\|x(t)\|\right\} \\
& \leq \max \left\{\left\|D_{k}\right\|\left\|x\left(t_{k}-0\right)\right\|, \sup _{t_{k}-\tau \leq t<t_{k}} \tilde{M}_{k-1}\|x(t)\|\right\} \\
& \leq \max \left\{\tilde{M}_{k-1}\left\|D_{k}\right\|\left\|x_{t_{k-1}}\right\| e^{f_{t-1}^{\prime k}(\beta(s)-\alpha(s)) d s}, \sup _{t_{k}-\tau \leq t<t_{k}} \tilde{M}_{k-1}\left\|x_{t_{k-1}}\right\| e^{\int_{t_{t-1}}^{\prime}(\beta(s)-\alpha(s)) d s}\right\} \\
& \leq \max \left\{\left\|D_{k}\right\|, \sup _{t_{k}-\tau \leq t<t_{k}} e^{\int_{t_{k}^{\prime}}^{\prime}(\beta(s)-\alpha(s)) d s}\right\} \tilde{M}_{k-1}\left\|x_{t_{k-1}}\right\| e^{\int_{t_{k-1}}^{t_{k}}(\beta(s)-\alpha(s)) d s} .
\end{aligned}
$$

Thus when $t \in\left[t_{k}, t_{k+1}\right)$,

$$
\begin{aligned}
\|x(t)\| & \leq \tilde{M}_{k}\left\|x_{t_{k}}\right\| e^{\int_{t_{t}}^{\prime}[\beta(s)-\alpha(s)) d s} \\
& \leq \tilde{M}_{k} \tilde{M}_{k-1} \max \left\{\left\|D_{k}\right\|, \sup _{t_{k}-\tau \leq t<t_{k}} e^{\int_{t_{t}}^{\prime}(\beta(s)-\alpha(s)) d s}\right\}\left\|x_{t_{t-1}}\right\| e^{\int_{t_{k-1}}^{\prime}(\beta(s)-\alpha(s)) d s} \\
& \leq \cdots \leq \tilde{M}_{0} \prod_{j \in \Delta(t)} \tilde{M}_{j} \max \left\{\left\|D_{j}\right\| \|_{t_{j}-\tau \leq 1<t_{j}} \int^{\int_{f_{j}}^{\prime}(\beta(s)-\alpha(s)) d s}\right\}\left\|x_{t_{0}}\right\| e^{\int_{t_{0}^{\prime}}^{\prime}(\beta(s)-\alpha(s)) d s} .
\end{aligned}
$$

The inequality implies all of the results of Theorem 4.7. The proof is complete.

THEOREM 4.8. Assume that conditions (1)-(2) of Theorem 4.7 hold. Let

$$
\begin{gathered}
\tilde{C}(t)=\left(\left\|C_{i j}(t)\right\|\right), \quad \tilde{A}(t)=\left(\left(1-\delta_{i j}\right)\left\|A_{i j(t)}\right\|\right), \quad L(t)=\left(L_{i j}(t)\right), \\
M=\max _{1 \leq i \leq r} M_{i}, \quad \tilde{M}_{k}=\frac{M\left(1+\left\|\tilde{C}\left(t_{k}\right)\right\|\right)}{1-\left\|\tilde{C}\left(t_{k}\right)\right\|}, \quad \beta(t)=\frac{M(\|\tilde{A}(t)\|+l\|L(t)\|)}{1-\left\|\tilde{C}\left(t_{0}\right)\right\|}, \\
l=\sup _{t \geq t_{0}} e^{\prime \prime-\alpha(s) d s}<+\infty \quad \text { and } \quad L_{i j}(t)=\left\|B_{i j}(t)\right\|+\left\|C_{i j}^{\prime}(t)\right\|+\left\|A_{i i}(t)\right\|\left\|C_{i j}(t)\right\| .
\end{gathered}
$$

## Then

(1) system (4.1) is stable if

$$
\limsup _{t \rightarrow \infty} \frac{\prod_{j \in \Delta(t)} \tilde{M}_{j} \max \left\{\left\|D_{j}\right\|, \sup _{t_{t}-r \leq t<t_{j}} e^{\left.\int_{t_{j}^{\prime}}^{\prime} \beta(s)-\alpha(s)\right) d s}\right\}}{e^{\int_{0}^{\prime}(\alpha(s)-\beta(s) d s}}<\infty ;
$$

(2) system (4.1) is asymptotically stable if

$$
\underset{t \rightarrow \infty}{\limsup } \frac{\prod_{j \in \Delta(t)} \tilde{M}_{j} \max \left\{\left\|D_{j}\right\|, \sup _{t_{j}-\tau \leq t<t_{j}} e^{\int_{i}^{\prime}(\beta(s)-\alpha(s)) d s}\right\}}{e^{\int_{t_{0}^{\prime}}^{t}(\alpha(s)-\beta(s)) d s}}=0
$$

(3) if there exists a positive number $\mu$ such that
then system (4.1) is exponentially stable.
Proof. By the first part of the proof of Theorem 4.7, we have (4.7). Let

$$
y_{i}(t)=\max _{t_{0}-\tau \leq \xi \leq t}\left\|x_{i}(\xi)\right\| e^{\int_{f_{0}}^{\xi} \alpha(s) d s}
$$

then $y_{i}(t)$ is a nondecreasing function, $i=1, \ldots, r$. As $y_{i}(t)$ is nondecreasing, $\left\|C_{i j}(t)\right\|$ is nonincreasing, and because $l=\sup _{t \geq t_{0}} e^{\int_{---t}^{t} \alpha(s) d s}<+\infty$, we have

$$
\begin{aligned}
\sum_{j=1}^{r}\left\|C_{i j}(t)\right\|\left\|x_{j}(t-\tau)\right\| e^{\int_{10}^{\prime} \alpha(s) d s} & \leq \sum_{j=1}^{r}\left\|C_{i j}(t)\right\| y_{j}(t-\tau) e^{\int_{i-r}^{\prime} \alpha(s) d s} \\
& \leq \sum_{j=1}^{r}\left\|C_{i j}(t)\right\| l y_{j}(t)
\end{aligned}
$$

Thus from (4.7), we can get the following estimate:

$$
\left\|x_{i}(t)\right\| e^{f_{t_{0}}^{\prime} \alpha(s) d s} \leq M_{i}\left\|x_{i t_{0}}\right\|+M_{i} \sum_{j=1}^{r}\left\|C_{i j}\left(t_{0}\right)\right\|\left\|x_{j t_{0}}\right\|+\sum_{j=1}^{r}\left\|C_{i j}(t)\right\| l y_{j}(t)
$$

$$
\begin{aligned}
& +\sum_{j=1}^{r} \int_{t_{0}}^{t}\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(s)\right\| y_{j}(s) d s \\
& +\sum_{j=1}^{r} \int_{t_{0}}^{t} M_{i} l L_{i j}(s) y_{j}(s) d s
\end{aligned}
$$

since $y(t)$ is increasing and $\left\|C_{i j}(t)\right\|$ is decreasing. It is easy to see that the right-hand side of the last inequality is increasing and hence

$$
\begin{aligned}
y_{i}(t) \leq & M_{i}\left\|x_{i t_{0}}\right\|+M_{i} \sum_{j=1}^{r}\left\|C_{i j}\left(t_{0}\right)\right\|\left\|x_{j t_{0}}\right\|+\sum_{j=1}^{r}\left\|C_{i j}(t)\right\| l y_{j}(t) \\
& +\sum_{j=1}^{r} \int_{t_{0}}^{t}\left[\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(s)\right\|+M_{i} l L_{i j}(s)\right] y_{j}(s) d s .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\sum_{i=1}^{r} y_{i}(t) \leq & \sum_{i=1}^{r} M_{i}\left\|x_{i t_{0}}\right\|+\sum_{i=1}^{r} M_{i} \sum_{j=1}^{r}\left\|C_{i j}\left(t_{0}\right)\right\|\left\|x_{j t_{0}}\right\|+\sum_{i=1}^{r} \sum_{j=1}^{r}\left\|C_{i j}(t)\right\| l y_{j}(t) \\
& +\sum_{i=1}^{r} \sum_{j=1}^{r} \int_{t_{0}}^{t}\left[\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(s)\right\|+M_{i} l L_{i j}(s)\right] y_{j}(s) d s \\
\leq & M \sum_{i=1}^{r}\left\|x_{i t_{0}}\right\|+M \sum_{j=1}^{r}\left[\sum_{i=1}^{r}\left\|C_{i j}\left(t_{0}\right)\right\|\right]\left\|x_{j t_{0}}\right\| \\
& +\sum_{j=1}^{r}\left[\sum_{i=1}^{r}\left\|C_{i j}(t)\right\|\right] l y_{j}(t) \\
& +\int_{t_{0}}^{t} M \sum_{j=1}^{r}\left[\sum_{i=1}^{r}\left(1-\delta_{i j}\right)\left\|A_{i j}(s)\right\|+\sum_{i=1}^{r} l L_{i j}(s)\right] y_{j}(s) d s \\
\leq & M\left\|x_{t_{0}}\right\|+M\left\|\tilde{C}\left(t_{0}\right)\right\|\left\|x_{t_{0}}\right\|+\int_{t_{0}}^{t} M[\|\tilde{A}(s)\|+l\|L(s)\|]\|y(s)\| d s \\
& +l\|\tilde{C}(t)\|\|y(t)\| .
\end{aligned}
$$

Since $\|\tilde{C}(t)\|$ is nondecreasing,

$$
\begin{aligned}
\|y(t)\| \leq & M\left\|x_{t_{0}}\right\|\left(l+\left\|\tilde{C}\left(t_{0}\right)\right\|\right)+\int_{t_{0}}^{t} M[\|\tilde{A}(s)\|+l\|L(s)\|]\|y(s)\| d s \\
& +l\left\|\tilde{C}\left(t_{0}\right)\right\|\|y(t)\|
\end{aligned}
$$

and thus

$$
\begin{aligned}
\|y(t)\| & \leq \frac{M\left(1+\left\|\tilde{C}\left(t_{0}\right)\right\|\right)}{1-\left\|\tilde{C}\left(t_{0}\right)\right\|}\left\|x_{t_{0}}\right\|+\frac{M}{1-\left\|\tilde{C}\left(t_{0}\right)\right\|} \int_{t_{0}}^{t}[\|\tilde{A}(s)\|+l\|L(s)\|]\|y(s)\| d s \\
& =\tilde{M}_{0}\left\|x_{t_{0}}\right\|+\int_{t_{0}}^{t} \beta(s)\|y(s)\| d s .
\end{aligned}
$$

The Gronwall-Bellman inequality implies $\|y(t)\| \leq \tilde{M}_{0}\left\|x_{t_{0}}\right\| e^{\int_{t_{0}}^{\prime} \beta(s) d s}$. In view of the relations

$$
\|y(t)\|=\sum_{i=1}^{r} \sup _{s \leq t}\left\|x_{i}(s)\right\| e^{\int_{10}^{s} \alpha(\eta) d \eta} \geq \sum_{i=1}^{r}\left\|x_{i}(t)\right\| e^{f_{t_{0}} \alpha(s) d s}
$$

we obtain

$$
\|x(t)\| \leq \tilde{M}_{0}\left\|x_{t_{0}}\right\| e^{\int_{t_{0}}^{\prime}\{\beta(s)-\alpha(s)] d s}, \quad t \in\left[t_{0}, t_{1}\right)
$$

Using the same argument, it is easy to get that

$$
\|x(t)\| \leq \tilde{M}_{k}\left\|x_{t_{k}}\right\| e^{f_{k}^{\prime}[\beta(s)-\alpha(s)] d s}, \quad t \in\left[t_{k}, t_{k+1}\right)
$$

Furthermore,

$$
\left\|x_{t_{k}}\right\| \leq \tilde{M}_{k-1} \max \left\{\left\|D_{k}\right\|, \sup _{t_{k}-\tau \leq t<t_{k}} e^{\int_{i_{k}}^{\prime}(\beta(s)-\alpha(s)) d s}\right\}\left\|x_{t_{k-1}}\right\| e^{\int_{t_{k-1}}^{t_{k}}(\beta(s)-\alpha(s)) d s}
$$

Thus when $t \in\left[t_{k}, t_{k+1}\right)$,

$$
\begin{aligned}
\|x(t)\| & \leq \tilde{M}_{k}\left\|x_{t_{k}}\right\| e^{\int_{t_{k}}^{\prime}[\beta(s)-\alpha(s)] d s} \\
& \leq \tilde{M}_{k} \tilde{M}_{k-1} \max \left\{\left\|D_{k}\right\|, \sup _{t_{k}-\mathrm{r} \leq t<t_{k}} e^{\int_{t_{k}}^{\prime}(\beta(s)-\alpha(s)) d s}\right\}\left\|x_{t_{k-1}}\right\| e^{\int_{t_{k-1}}^{\prime}(\beta(s)-\alpha(s)) d s} \\
& \leq \cdots \leq \tilde{M}_{0} \prod_{j \in \Delta(t)} \tilde{M}_{j} \max \left\{\left\|D_{j}\right\| \sup _{i_{j}-\tau \leq t<t_{j}} e^{\int_{f_{j}}^{\prime}(\beta(s)-\alpha(s)) d s}\right\}\left\|x_{t_{0}}\right\| e^{\int_{t_{0}}^{\prime}(\beta(s)-\alpha(s)) d s} .
\end{aligned}
$$

The inequality implies all of the results of Theorem 4.8. The proof is complete.

## THEOREM 4.9. Assume that

(1) there exist $l>0, M>1$ and $\alpha \in C[R, R]$ such that $e^{f_{1-\mathrm{r}}^{\prime} \alpha(s) d s} \leq l$ and, for $i=1, \ldots, r,\left\|R_{i i}(t, s)\right\| \leq M e^{\int_{s}^{\prime} \alpha(\eta) d \eta}$;
(2) there exist $c_{i j} \geq 0$ such that $\left\|C_{i j}(t)\right\| \leq c_{i j}, i, j=1, \ldots, r$;
(3) we denote by $\tilde{C}=\left(c_{i j}\right), \tilde{A}(t)=\left(\left\|A_{i j}(t)\right\|\right), L(t)=\left(L_{i j}(t)\right), L_{i j}(t)=$ $\left\|B_{i j}(t)\right\|+\left\|C_{i j}^{\prime}(t)\right\|+\left\|A_{i i}(t)\right\|\left\|C_{i j}(t)\right\|, \tilde{M}=M(1+\|\tilde{C}\|) /(1-\|\tilde{C}\|)$ and $\beta(t)=$ $M(\|\tilde{A}(t)\|+l\|L(t)\|) /(1-\|\tilde{C}\|)$.

Then
(1) system (4.1) is stable if

$$
\limsup _{t \rightarrow \infty} \frac{\prod_{j \in \Delta(t)} \tilde{M}^{k} \max \left\{\left\|D_{j}\right\|, \sup _{t_{j}-\tau \leq t<t_{j}} e^{\int_{t_{j}}^{\prime}(\beta(s)-\alpha(s)) d s}\right\}}{e^{\int_{t_{0}}^{\prime}(\alpha(s)-\beta(s)) d s}}<\infty
$$

(2) system (4.1) is asymptotically stable if

$$
\limsup _{t \rightarrow \infty} \frac{\prod_{j \in \Delta(t)} \tilde{M}^{k} \max \left\{\left\|D_{j}\right\|, \sup _{t_{j}-\tau \leq t<t_{j}} \int^{\int_{t}^{\prime}(\beta(s)-\alpha(s)) d s}\right\}}{e^{\int_{t_{0}}^{\prime}(\alpha(s)-\beta(s)) d s}}=0 ;
$$

(3) if there exists a positive number $\mu$ such that

$$
\limsup _{t \rightarrow \infty} \frac{\prod_{j \in \Delta(t)} \tilde{M}^{k} \max \left\{\left\|D_{j}\right\|, \sup _{t_{j}-r \leq t<t_{j}} e^{\int_{j}^{f_{j}}(\beta(s)-\alpha(s)) d s}\right\}}{e^{\int_{1_{0}}^{\prime}(\alpha(s)-\beta(s)+\mu) d s}}=0
$$

then system (4.1) is exponentially stable.
Proof. The proof is similar to that of Theorem 4.8 and thus we omit it here.
Theorem 4.10. Assume that
(S1) there exist scalar functions $\alpha_{i} \in C\left[I, R^{+}\right]$and constants $c_{i}, M_{i} \geq 1$, such that

$$
\left\|R_{i i}(t, s)\right\| \leq M_{i} e^{-\int_{s}^{\prime} \alpha_{i}(\xi) d \xi} \quad \text { and } \quad \sum_{j=1}^{r}\left\|C_{i j}(t)\right\| \leq c_{i} e^{-\int_{i-\mathrm{r}}^{\prime} \alpha_{i}(\xi) d \xi} ;
$$

$$
\begin{align*}
& \bar{a}_{i j}(t)=-\delta_{i j} \alpha_{i}(t)+\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(t)\right\|,  \tag{S2}\\
& \bar{b}_{i j}(t)=M_{i}\left\|B_{i j}(t)\right\|+M_{i}\left\|A_{i i}(t)\right\|\left\|C_{i j}(t)\right\|+M_{i}\left\|C_{i j}^{\prime}(t)\right\|,
\end{align*}
$$

then the stability properties of the system

$$
\begin{cases}\xi_{i}^{\prime}(t)=\sum_{j=1}^{r} \bar{a}_{i j}(t) \xi_{j}(t)+\sum_{j=1}^{r} \bar{b}_{i j}(t) \xi_{j}(t-\tau), & t \in J \backslash I, j=1, \ldots, r, \\ \xi_{i}\left(t_{k}\right)=\sum_{j=1}^{r}\left\|D_{i j}\left(t_{k}\right)\right\| \xi_{j}\left(t_{k}-0\right), & t_{k} \in I,\end{cases}
$$

imply the corresponding stability properties of (4.1).

Proof. Using the same argument of Theorem 4.7, for $t \in J_{k+1}$, we have

$$
\left\|x_{i}(t)\right\| \leq M_{i} e^{-\int_{i_{t}} \alpha_{i}(s) d s}\left\|x_{t_{t}}\right\|+\sum_{j=1}^{r} \int_{i_{t}}^{t}\left(1-\delta_{i j}\right) M_{i} e^{-\int_{t} a_{i}(s) d s}\left\|A_{i j}(\xi)\right\|\left\|x_{j}(\xi)\right\| d \xi
$$

$$
\begin{aligned}
& +\sum_{j=1}^{r} \int_{t_{k}}^{t} M_{i} e^{-\int_{t}^{\prime} \alpha_{i}(s) d s}\left\|B_{i j}(\xi)\right\|\left\|x_{j}(\xi-\tau)\right\| d \xi \\
& +M_{i} e^{-\int_{t_{k}}^{\prime} \alpha_{i}(s) d s} c_{i}\left\|x_{t_{k}}\right\|+c_{i} e^{-\int_{t_{k}}^{\prime} \alpha_{i}(s) d s}\left\|x_{t_{k}}\right\| \\
& +\sum_{j=1}^{r} \int_{t_{k}}^{t} M_{i} e^{-\int_{k}^{\prime} \alpha_{i}(s) d s}\left\|A_{i i}(\xi)\right\|\left\|C_{i j}(\xi)\right\|\left\|x_{j}(\xi-\tau)\right\| d \xi \\
& +\sum_{j=1}^{r} \int_{t_{k}}^{t} M_{i} e^{-\int_{\xi}^{\prime} \alpha_{i}(s) d s}\left\|C_{i j}^{\prime}(\xi)\right\|\left\|x_{j}(\xi-\tau)\right\| d \xi \\
& =
\end{aligned} P_{i}(t) .
$$

Then $\left\|x_{i}(t)\right\| \leq P_{i}(t), t \in J_{k+1}$. Let $P_{i}\left(t_{k}\right)=\sum_{j=1}^{r}\left\|D_{i j}\left(t_{k}\right)\right\| P_{j}\left(t_{k}-0\right), t_{k} \in I$, then $\left\|x_{i}(t)\right\| \leq P_{i}(t), t \geq t_{0}$. Furthermore,

$$
\begin{aligned}
P_{i}^{\prime}(t) \leq & -\alpha_{i}(t) P_{i}(t)+\sum_{j=1}^{r}\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(t)\right\|\left\|x_{j}(t)\right\| \\
& +\sum_{j=1}^{r} M_{i}\left\|B_{i j}(t)\right\|\left\|x_{j}(t-\tau)\right\|+\sum_{j=1}^{r} M_{i}\left\|A_{i i}(t)\right\|\left\|C_{i j}(t)\right\|\left\|x_{j}(t-\tau)\right\| \\
& +\sum_{j=1}^{r} M_{i}\left\|C_{i j}^{\prime}(t)\right\|\left\|x_{j}(t-\tau)\right\| \\
\leq & -\alpha_{i}(t) P_{i}(t)+\sum_{j=1}^{r}\left(1-\delta_{i j}\right) M_{i}\left\|A_{i j}(t)\right\| P_{j}(t)+\sum_{j=1}^{r} M_{i}\left\|B_{i j}(t)\right\| P_{j}(t-\tau) \\
& +\sum_{j=1}^{r} M_{i}\left\|A_{i i}(t)\right\|\left\|C_{i j}(t)\right\| P_{j}(t-\tau)+\sum_{j=1}^{r} M_{i}\left\|C_{i j}^{\prime}(t)\right\| P_{j}(t-\tau) \\
= & \sum_{j=1}^{r} \bar{a}_{i j}(t) P_{j}(t)+\sum_{j=1}^{r} \bar{b}_{i j}(t) P_{j}(t-\tau), \quad t \in J_{k+1} .
\end{aligned}
$$

Let $P(t)=\operatorname{col}\left(P_{1}(t), \ldots, P_{r}(t)\right), P_{i}\left(t_{k}\right)=\sum_{j=1}^{r}\left\|D_{i j}\left(t_{k}\right)\right\| P_{j}\left(t_{k}-0\right)$, then $\left\|x_{i}(t)\right\| \leq$ $P_{i}(t), t \in J$. Consider the comparison system

$$
\begin{aligned}
& \begin{cases}P_{i}^{\prime}(t) \leq \sum_{j=1}^{r} \bar{a}_{i j}(t) P_{j}(t)+\sum_{j=1}^{r} \bar{b}_{i j}(t) P_{j}(t-\tau), & t_{k} \in J \backslash I, \\
P_{i}\left(t_{k}\right)=\sum_{j=1}^{r}\left\|D_{i j}\left(t_{k}\right)\right\| P_{j}\left(t_{k}-0\right), & t_{k} \in I ;\end{cases} \\
& \begin{cases}\xi_{i}^{\prime}(t)=\sum_{j=1}^{r} \bar{a}_{i j}(t) \xi_{j}(t)+\sum_{j=1}^{r} \bar{b}_{i j}(t) \xi_{j}(t-\tau), & t \in J \backslash I, \\
\xi_{i}\left(t_{k}\right)=\sum_{j=1}^{r}\left\|D_{i j k}\right\| \xi_{j}\left(t_{k}-0\right), & t_{k} \in I .\end{cases}
\end{aligned}
$$

Lemma 2.2 and $\|x(t)\| \leq\|P(t)\|$ imply that $\|x(t)\| \leq\|\xi(t)\|$, which implies that the conclusions of the theorem are true. The proof is complete.

Example 3. Consider the neutral impulsive system

$$
\left\{\begin{align*}
\frac{d x_{1}(t)}{d t}= & A_{11}(t) x_{1}(t)+A_{12}(t) x_{2}(t)+B_{11}(t) x_{1}(t-1)  \tag{4.9}\\
& +C_{12}(t) x_{2}^{\prime}(t-1) \\
\frac{d x_{2}(t)}{d t}= & A_{21}(t) x_{1}(t)+A_{22}(t) x_{2}(t)+B_{22}(t) x_{2}(t-1) \\
& +C_{21}(t) x_{1}^{\prime}(t-1), \quad t \neq t_{k} \\
x\left(t_{k}\right)= & D_{k} x\left(t_{k}-0\right), \quad k=1,2, \ldots
\end{align*}\right.
$$

where $t_{0} \geq 0, x=\left(x_{1}, x_{2}\right)^{T} \in R^{4}, x_{1}, x_{2} \in R^{2}, D_{k}=\left(D_{i j k}\right) \in R^{4 \times 4}, D_{i j k} \in R^{2 \times 2}$, $i, j=1,2$ and

$$
\begin{array}{ll}
A_{11}(t)=\left[\begin{array}{cc}
-4 & \left(1+t^{2}\right)^{-1} \\
-\left(1+t^{2}\right)^{-1} & -4
\end{array}\right], & A_{12}(t)=\left[\begin{array}{cc}
\left(\cos ^{2} t\right) / 2 & 1 / 6 \\
\left(\sin ^{2} t\right) / 2 & \left(\cos ^{2} t\right) / 4
\end{array}\right], \\
A_{21}(t)=\left[\begin{array}{cc}
1 / 4 & 0 \\
1 / 14 & -1 / 3
\end{array}\right], & A_{22}(t)=\left[\begin{array}{cc}
-4-\cos ^{2} t & \sin ^{2} t \\
-\sin ^{2} t & -4
\end{array}\right] \\
B_{11}(t)=\left[\begin{array}{cc}
(4 e)^{-1} & {\left[4 e\left(1+t^{2}\right)\right]^{-1}} \\
0 & 0
\end{array}\right], & B_{22}(t)=\left[\begin{array}{cc}
0 & \left(4 e^{2}\right)^{-1} \\
(4 e)^{-1} & 0
\end{array}\right] \\
C_{12}(t)=\left[\begin{array}{cc}
e^{-4(t+1)} / 2 & 0 \\
0 & e^{-4(t+1)} / 2
\end{array}\right], & C_{21}(t)=\left[\begin{array}{cc}
\left(4 e^{4(t+1)}\right)^{-1} & 0 \\
\left(9 e^{3(t+1)}\right)^{-1} & 0
\end{array}\right] \\
C_{12}^{\prime}(t)=\left[\begin{array}{cc}
-4 e^{-4(t+1)} & 0 \\
0 & -2 e^{-4(t+1)}
\end{array}\right], & C_{21}^{\prime}(t)=\left[\begin{array}{cc}
-\left(e^{4(t+1)}\right)^{-1} & 0 \\
-\left(3 e^{3(t+1)}\right)^{-1} & 0
\end{array}\right]
\end{array}
$$

Then the fundamental matrix solutions $R_{i i}\left(t, t_{0}\right)$ and $R_{22}\left(t, t_{0}\right)$ of systems $x_{1}^{\prime}(t)=$ $A_{11}(t) x_{1}(t)$ and $x_{2}^{\prime}(t)=A_{22}(t) x_{2}(t)$ satisfy

$$
\left\|R_{11}\left(t, t_{0}\right)\right\| \leq \sqrt{2} e^{-4\left(t-t_{0}\right)}, \quad\left\|R_{22}\left(t, t_{0}\right)\right\| \leq \sqrt{2} e^{-3\left(t-t_{0}\right)}
$$

and

$$
\begin{aligned}
& \left\|A_{11}(t)\right\| \leq 5, \quad\left\|A_{22}(t)\right\| \leq 5, \quad\left\|A_{12}(t)\right\|=1 / 2, \quad\left\|A_{21}(t)\right\| \leq 1 / 3 \\
& \left\|B_{11}(t)\right\| \leq(4 e)^{-1}, \quad\left\|B_{22}(t)\right\| \leq(4 e)^{-1}, \quad\left\|C_{12}(t)\right\| \leq e^{-4(t+1)} / 2 \\
& \left\|C_{21}(t)\right\| \leq e^{-4(t+1)} \quad \text { and } \quad\left\|B_{12}\right\|=\left\|B_{21}\right\|=\left\|C_{11}\right\|=\left\|C_{22}\right\|=0
\end{aligned}
$$

Using the notation of Theorem 4.10 and a simple argument, we have

$$
\begin{gathered}
t_{k}=k, \quad \tau=1, \quad \alpha_{1}=4, \quad \alpha_{2}=3, \quad M_{1}=M_{2}=\sqrt{2} \\
\tilde{a}_{11}(t)=-\alpha_{1}=-4, \quad \tilde{a}_{12}(t)=M_{1}\left\|A_{12}(t)\right\| \leq \sqrt{2} / 2 \\
\tilde{a}_{21}(t)=M_{2}\left\|A_{21}(t)\right\| \leq \sqrt{2} / 3, \quad \tilde{a}_{22}(t)=-\alpha_{2}=-3 \\
\tilde{b}_{11}(t) \leq(2 e)^{-1}, \quad \tilde{b}_{12}(t) \leq 1 / e, \quad \tilde{b}_{21}(t) \leq(2 e)^{-1} \quad \text { and } \quad \tilde{b}_{22}(t) \leq 1 / e .
\end{gathered}
$$

Let the comparison system be

$$
\left\{\begin{array}{l}
\xi^{\prime}(t)=\left[\begin{array}{cc}
-4 & \sqrt{2} / 2 \\
\sqrt{2} / 3 & -3
\end{array}\right] \xi(t)+\left[\begin{array}{cc}
1 / 2 e & 1 / 2 e \\
1 / 2 e & 1 / 2 e
\end{array}\right] \xi(t-1), \quad t \neq t_{k}  \tag{4.10}\\
\xi\left(t_{k}\right)=\left(\left\|D_{i j k}\right\|\right)_{2 \times 2} \xi\left(t_{k}-0\right)
\end{array}\right.
$$

From (4.10), using the notation of Theorem 3.1, we have $\alpha_{1}=4, \alpha_{2}=3, c_{1}=c_{2}=1$, $\gamma=2.1,\|\tilde{B}\|=e^{-1}, \tau=1$ and $\alpha=1$. Let

$$
D_{k}=\left[\begin{array}{ll}
D_{11 k} & D_{12 k} \\
D_{21 k} & D_{22 k}
\end{array}\right]=\left[\begin{array}{cccc}
e-3 / 2 & 0 & 0 & 0 \\
1 / 2 & 0 & 0 & 0 \\
0 & 1 & 1 / 2 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

then $\left\|D_{k}\right\|=\left\|\tilde{D}_{k}\right\|=e-1$ and
(1) if $t_{k}-t_{k-1} \geq \tau=1$, then $e^{-t} \prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\} \leq 1$,
(2) if $t_{k}-t_{k-1} \geq \tau+1 / k$, then $\lim _{t \rightarrow \infty}\left(e^{-t} \prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\}\right)=0$,
(3) if $t_{k}-t_{k-1} \geq \tau+\eta, \eta>0$, then $e^{-t /(1+\eta)} \prod_{j \in \Delta(t)} \max \left\{\left\|\tilde{D}_{j}\right\|, e^{\alpha \tau}\right\} \leq e$.

By Theorem 4.4, system (4.9) is stable in case (1); asymptotically stable in case (2); and exponentially stable in case (3).

## 5. Conclusion

In this paper, we have studied the stability issue for both linear and nonlinear impulsive functional systems with delay. Our approach has utilised the comparison principle and an inequality for the establishment of stability criteria. Although only a single delay has been considered in this paper, the study can be extended to the case with multiple delays.
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