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Abstract

This paper builds a mixture representation of the reliability function of the conditional
residual lifetime of a coherent system in terms of the reliability functions of conditional
residual lifetimes of order statistics. Some stochastic ordering properties for the
conditional residual lifetime of a coherent system with independent and identically
distributed components are obtained, based on the stochastically ordered coefficient
vectors.
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1. Introduction

A system of components is said to be coherent if each of the components is relevant (this
means that the performance of a component does effect the performance of the system) and its
structure function is monotone in each argument. It is very important to study the stochastic
behavior and the ageing property of a coherent system in reliability engineering.

Since the coherent structure may be very complex, many researchers have compared the
performance of competing systems by means of the mixture representation of its reliability func-
tion. Consider a coherent system consisting of n components whose lifetimes X1, X2, . . . , Xn
are independent and identically distributed (i.i.d.) with a common distribution function F , let
T (X) = T (X1, . . . , Xn) denote the lifetime of the system. Samaniego [16] (see also [9])
proved that the reliability function of the system T (X) can be expressed as a mixture of the
survival functions of order statistics with respect to its signature when F is continuous, that is,

P(T (X) > t) =
n∑
i=1

piP(Xi:n > t),

where Xi:n is the ith smallest order statistic among X1, X2, . . . , Xn, and p = (p1, . . . , pn)

with pi = P(T (X) = Xi:n) is called the signature of the system. For more details on this topic,
we refer the reader to [4], [5], [10], [11], [13], [14], [15], [17], [20], and [22].

Many authors have studied various types of residual lifetime and inactivity time of coherent
systems in the past decade. See, for instance, [3], [7], [18], [20], and [22]. Recently, Navarro et
al. [13] represented the reliability functions of the residual lifetime [T (X)− t | T (X) > t] and
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conditional residual lifetime [T (X)− t | T (X) > t, Xk:n ≤ t] of coherent systems in terms of
the mixture of reliability functions of residual lifetimes of order statistics, i.e.

P(T (X)− t > x | T (X) > t) =
n∑
i=1

si(t)P(Xi:n − t > x | Xi:n > t), (1.1)

where si(t) = P(T (X) = Xi:n | T (X) > t) and
∑n
i=1 si(t) = 1, and

P(T (X)− t > x | T (X) > t,Xk:n ≤ t) =
n∑
j=1

sj (t, k)P(Xj :n − t > x | Xj :n > t), (1.2)

where s1(t, k), . . . , sn(t, k), which implicitly depend on F , are real numbers such that∑n
j=1 sj (t, k) = 1. Suppose that Ti(X) is the lifetime of a coherent system with i.i.d.

components having lifetimes X1, X2, . . . , Xn and corresponding mixing coefficients vector
si (t), i = 1, 2. Furthermore, Navarro et al. [13] also established that s1(t) ≤st (≤hr,≤lr) s2(t)

implies that

[T1(X)− t | T1(X) > t] ≤st (≤hr,≤lr) [T2(X)− t | T2(X) > t].
However, just as illustrated by Example 3.2 of Navarro et al. [13], not all coefficients of
s(t, k) = (s1(t, k), . . . , sn(t, k)) in (1.2) are necessarily nonnegative and, hence, it does not
denote the distribution of an arithmetic random variable anymore. Consequently, (1.2) cannot be
used to obtain stochastic comparison results except when all mixing coefficients are nonnegative.

In this paper we further investigate the mixture representation of the conditional residual
lifetime of a coherent system of type [T (X) − t | T (X) > t, Xk:n ≤ t]. The rest of this
paper is organized as follows. In Section 2 we introduce some stochastic orders to be used
throughout this paper and build several useful lemmas to be utilized in proving our main
conclusions. In Section 3, we present a new mixture representation of the conditional residual
lifetime of a coherent system in terms of conditional residual lifetimes of order statistics,
and then we build stochastic comparisons on the conditional residual lifetimes of coherent
systems consisting of the same group of independent components with identically distributed
lifetimes. Finally, we obtain stochastic order properties of conditional residual lifetimes of
coherent systems consisting of components with their identically distributed lifetimes being
stochastically ordered.

Throughout the paper, we use the term increasing and decreasing in place of nondecreasing
and nonincreasing, respectively, all components of a concerned system are independent and
identical, all random variables under consideration are absolutely continuous and have 0 as the
common left endpoint of their supports, and expectations are finite as they appear.

2. Preliminaries and lemmas

For two random variables X and Y with respective distribution functions F and G, denote
their respective probability density functions by f and g, and let F̄ = 1 − F and Ḡ = 1 −G

be the corresponding reliability functions.

Definition 2.1. The random variable X is said to be smaller than Y in the

(i) usual stochastic order (denoted by X ≤st Y ) if Ḡ(x) ≥ F̄ (x) for all x;

(ii) hazard rate order (denoted by X ≤hr Y ) if Ḡ(x)/F̄ (x) is increasing in x;

(iii) likelihood ratio order (denoted by X ≤lr Y ) if g(x)/f (x) is increasing in x.
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An arithmetic random variable only takes some positive integer as its possible value. This
note concerns the stochastic comparison of arithmetic random variables with possible values
in {1, . . . , n}, where n usually denotes the number of components in a coherent system. For
briefness, we directly define the following orders on their probability vector instead.

Definition 2.2. A probability vector p = (p1, . . . , pn) is said to be smaller than q =
(q1, . . . , qn) in the

(i) usual stochastic order (denoted by p ≤st q) if
∑n
j=i qj ≥∑n

j=i pj for all i = 1, 2, . . . , n;

(ii) hazard rate order (denoted by p ≤hr q) if
∑n
j=i qj /

∑n
j=i pj is increasing in i;

(iii) likelihood ratio order (denoted by p ≤lr q) if qi/pi is increasing in i, when pi, qi > 0.

The following several lemmas will be useful in establishing our main results.

Lemma 2.1. ([12].) Assume that � is a subset of the real line R, and that U is a nonnegative
random variable whose distribution belongs to the family H = {H(· | θ) : θ ∈ �}, which
satisfies, for θ1, θ2 ∈ �,

H(· | θ1) ≤st (≥st) H(· | θ2) whenever θ1 < θ2.

Let ψ(u, θ) be a real-valued function defined on R ×�, which is measurable in u for each θ
such that Eθ [ψ(U, θ)] exists. Then Eθ [ψ(U, θ)] is

(i) increasing in θ if ψ(u, θ) is increasing in θ and increasing (decreasing) in u; and

(ii) decreasing in θ if ψ(u, θ) is decreasing in θ and decreasing (increasing) in u.

Lemma 2.2. ([6].) LetA,B, andC be subsets of the real line. LetL(x, z) be SR2 (sign regular
of order 2) for x ∈ A and z ∈ B, and let M(z, y) be SR2 for z ∈ B and y ∈ C. Then, for any
σ -finite measures µ(z),

K(x, y) =
∫
B

L(x, z)M(z, y) dµ(z)

is also SR2 for x ∈ A and y ∈ C and εi(K) = εi(L)εi(M) for i = 1, 2, where εi(K) = εi
denotes the constant sign of the i-order determinant.

Lemma 2.3. Let φ1(t) = F(t)/F̄ (t) and φ2(t) = G(t)/Ḡ(t). If X ≤st Y then

λt (u) =
∑j−1
l=k

(
n
l

)(
n−l
j−l

)
(j − l)φl2(t)u

j−l−1∑j−1
l=k

(
n
l

)(
n−l
j−l

)
(j − l)φl1(t)u

j−l−1

is increasing in u ∈ R+ for each t > 0 and any integers j and k such that 1 ≤ k < j .

Proof. For u ∈ R+ and t > 0, define

�i(t, u) =
j−1∑
l=k

(
n

l

)(
n− l

j − l

)
(j − l)φli (t)u

j−l−1, i = 1, 2.

Then λt (u) can be rewritten as

λt (u) = �2(t, u)

�1(t, u)
, u ∈ R+ and t > 0.
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If X ≤st Y then φ2(t) ≤ φ1(t) for all t > 0, and, hence, φli (t) is RR2 (reverse regular of order
2) in (i, l) ∈ {1, 2} × N for each fixed t > 0. Moreover, it is easy to see that uj−l−1 is RR2
in (l, u) ∈ N × R+ for each fixed j ∈ N. Therefore, by Lemma 2.2, �i(t, u) is TP2 (totally
positive of order 2) in (i, u) ∈ {1, 2} × R+ for each fixed t > 0. That is, λt (u) is increasing in
u ∈ R+ for fixed t > 0.

3. Main results

Let T (X) = T (X1, . . . , Xn) be the lifetime of a coherent system with i.i.d. component
lifetimes X1, X2, . . . , Xn from a continuous distribution function F . Let F̄ = 1 − F be the
common reliability functions, and letX1:n,X2:n, . . . , Xn:n be the corresponding order statistics.
In this section we study the residual lifetime of a coherent system when the system is working
and at least k of the components have failed at time t , i.e. the conditional random variable
[T (X) − t | T (X) > t, Xk:n ≤ t]. First, a mixture representation for the reliability function
of the conditional residual lifetime of a coherent system is presented.

Theorem 3.1. Suppose that a coherent system has lifetime T (X) and signature p, and that
P(T (X) > t, Xk:n ≤ t) > 0 for some k ∈ {1, . . . , n− 1}. Then, for all x ≥ 0,

P(T (X)− t > x | T (X) > t, Xk:n ≤ t)

=
n∑

i=k+1

pi(t, k)P(Xi:n − t > x | Xi:n > t, Xk:n ≤ t), (3.1)

where p(t, k) = (0, . . . , 0, pk+1(t, k), . . . , pn(t, k)) with

pj (t, k) = P(T (X) = Xj :n | T (X) > t, Xk:n ≤ t)

= pjP(Xj :n > t, Xk:n ≤ t)∑n
i=k+1 piP(Xi:n > t, Xk:n ≤ t)

(3.2)

such that
∑n
j=k+1 pj (t, k) = 1.

Proof. By the total probability law,

P(T (X)− t > x | T (X) > t, Xk:n ≤ t)

=
n∑

j=k+1

P(T (X)− t > x, T (X) = Xj :n | T (X) > t, Xk:n ≤ t)

=
n∑

j=k+1

P(T (X)− t > x | T (X) > t, T (X) = Xj :n, Xk:n ≤ t)

× P(T (X) = Xj :n | T (X) > t, Xk:n ≤ t)

=
n∑

j=k+1

P(Xj :n − t > x | Xj :n > t, T (X) = Xj :n, Xk:n ≤ t)

× P(T (X) = Xj :n | T (X) > t, Xk:n ≤ t).
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By the independence of the order statistics with their ranks (see, e.g. [9]), we have

P(T (X)− t > x | T (X) > t, Xk:n ≤ t)

=
n∑

j=k+1

P(Xj :n − t > x | Xj :n > t, Xk:n ≤ t)P(T (X) = Xj :n | T (X) > t, Xk:n ≤ t).

Define, for j = k + 1, . . . , n,

pj (t, k) = P(T (X) = Xj :n | T (X) > t, Xk:n ≤ t)

= P(T (X) = Xj :n, T (X) > t, Xk:n ≤ t)

P(T (X) > t, Xk:n ≤ t)

= P(T (X) = Xj :n)P(T (X) > t, Xk:n ≤ t | T (X) = Xj :n)∑n
i=k+1 P(T (X) > t, T (X) = Xi:n, Xk:n ≤ t)

= P(T (X) = Xj :n)P(Xj :n > t, Xk:n ≤ t)∑n
i=k+1 P(T (X) = Xi:n)P(T (X) > t, Xk:n ≤ t | T (X) = Xi:n)

= P(T (X) = Xj :n)P(Xj :n > t, Xk:n ≤ t)∑n
i=k+1 P(T (X) = Xi:n)P(Xi:n > t, Xk:n ≤ t)

= pjP(Xj :n > t, Xk:n ≤ t)∑n
i=k+1 piP(Xi:n > t, Xk:n ≤ t)

.

Then
n∑

j=k+1

pj (t, k) =
∑n
j=k+1 pjP(Xj :n > t, Xk:n ≤ t)∑n
i=k+1 piP(Xi:n > t, Xk:n ≤ t)

= 1.

This completes the proof.

Theorem 3.1 represents the conditional residual lifetime [T (X)− t | T (X) > t, Xk:n ≤ t]
of a coherent system at time t as a mixture of the conditional residual lifetime [Xj :n −
t | Xj :n > t, Xk:n ≤ t] of order statistics (that is, the lifetimes of k-out-of-n systems) through
the coefficients pj (t, k). Note that the vector of coefficients p(t, k) depends only on the
structure of the system and the distribution function of the components; see some examples in
Table 1. Also, note that (3.1) is similar to (1.1) with the additional condition Xk:n ≤ t .

The result below shows that, as one discrete distribution, the vector of coefficients in (3.1),

p(t, k) = (0, . . . , 0, pk+1(t, k), . . . , pn(t, k)),

is increasing in t ≥ 0 in the sense of the usual stochastic order.

Theorem 3.2. Suppose that the coherent system concerned p(t, k) consists of components with
i.i.d. lifetimes. Then, p(t1, k) ≤st p(t2, k) for t2 > t1 ≥ 0 and k = 1, . . . , n− 1.

Proof. By definition, p(t1, k) ≤st p(t2, k) holds if and only if

n∑
j=s

pj (t1, k) ≤
n∑
j=s

pj (t2, k) (3.3)

for any s = k + 1, . . . , n. By virtue of (3.2), (3.3) is equivalent to∑n
j=s pjP(Xj :n > t1, Xk:n ≤ t1)∑n
i=k+1 piP(Xi:n > t1, Xk:n ≤ t1)

≤
∑n
j=s pjP(Xj :n > t2, Xk:n ≤ t2)∑n
i=k+1 piP(Xi:n > t2, Xk:n ≤ t2)

.
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Table 1: Coefficients in (3.1) for four-component systems.

T (X) = T (X1, . . . , Xn) p = (p1, p2, p3, p4) p(t, 1)

X2:4 (0, 1, 0, 0) (0, 1, 0, 0)

min{X1,max{X2, X3, X4}} ( 1
4 ,

1
4 ,

1
2 , 0)

(
0, F̄ (t)3 ,

3−F̄ (t)
3 , 0

)
max{min{X1, X2},min{X3, X4}}

(
0, 2

3 ,
1
3 , 0

) (
0, 4F̄ (t)

3+3F̄ (t)
,

3−F̄ (t)
3+3F̄ (t)

, 0
)

min{max{X1, X2},max{X3, X4}}
(
0, 1

3 ,
2
3 , 0

) (
0, F̄ (t)3 ,

3−F̄ (t)
3 , 0

)
max{X1,min{X2, X3, X4}}

(
0, 1

2 ,
1
4 ,

1
4

)
(0,4F̄ 2(t),3F̄ (t)−F̄ 2(t),2−F̄ (t)+F̄ 2(t))

2+2F̄ (t)+4F̄ 2(t)

X3:4 (0, 0, 1, 0) (0, 0, 1, 0)
X4:4 = max{X1, X2, X3, X4} (0, 0, 0, 1) (0, 0, 0, 1)

Define
H̄j (k, t) = P(Xj :n > t, Xk:n ≤ t).

It is sufficient to prove that

n∑
j=s

n∑
i=k+1

pjpi[H̄j (k, t1)H̄i(k, t2)− H̄j (k, t2)H̄i(k, t1)] ≤ 0.

Since
n∑
j=s

n∑
i=s

pjpi[H̄j (k, t1)H̄i(k, t2)− H̄j (k, t2)H̄i(k, t1)] = 0,

we need only prove that

n∑
j=s

s−1∑
i=k+1

pjpi[H̄j (k, t1)H̄i(k, t2)− H̄j (k, t2)H̄i(k, t1)] ≤ 0. (3.4)

Note that

H̄j (k, t) = P(Xj :n > t, Xk:n ≤ t) =
j−1∑
m=k

(
n

m

)
F̄ n−m(t)Fm(t), (3.5)

and define φ(t) = F(t)/F̄ (t). Then inequality (3.4) can be rewritten as

n∑
j=s

s−1∑
i=k+1

pjpi

j−1∑
m=k

i−1∑
l=k

(
n

m

)(
n

l

)
[φm(t1)φl(t2)− φm(t2)φ

l(t1)] ≤ 0.

Observe that
i−1∑
m=k

i−1∑
l=k

(
n

m

)(
n

l

)
[φm(t1)φl(t2)− φm(t2)φ

l(t1)] = 0;

it is then equivalent to prove that

n∑
j=s

s−1∑
i=k+1

pjpi

j−1∑
m=i

i−1∑
l=k

(
n

m

)(
n

l

)
[φm(t1)φl(t2)− φm(t2)φ

l(t1)] ≤ 0.
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Now, since φ(t) is an increasing function of t , it holds that, for all t1 ≤ t2 and m > l,

φm(t1)φ
l(t2)− φm(t2)φ

l(t1) ≤ 0.

This invokes the previous inequality and the desired result follows immediately.

The following result gives the tail stochastic behavior of a coherent system.

Theorem 3.3. Assume that a coherent system has signature p = (p1, . . . , pi, 0, . . . , 0) with
pi > 0 for some integer i ∈ {1, . . . , n}. Then

lim
t→∞ p(t, k) = (0, . . . , 0︸ ︷︷ ︸

i−1

, 1, 0, . . . , 0︸ ︷︷ ︸
n−i

) for k = 1, . . . , i − 1.

Proof. From (3.2), we have

pj (t, k) = pjP(Xj :n > t, Xk:n ≤ t)∑i
r=k+1 prP(Xr:n > t, Xk:n ≤ t)

.

Note that pj (t, k) = 0 for j > i. Then we need to only consider the j ≤ i case. By (3.5), it
follows that

pj (t, k) = pj
∑j−1
m=k

(
n
m

)
F̄ n−m(t)Fm(t)∑i

r=k+1 pr
∑r−1
l=k

(
n
l

)
F̄ n−l (t)F l(t)

= pj
∑j−1
m=k

(
n
m

)
φm(t)∑i

r=k+1 pr
∑r−1
l=k

(
n
l

)
φl(t)

= pj
(
n
k

)
φk(t)+ pj

(
n
k+1

)
φk+1(t)+ · · · + pj

(
n
j−1

)
φj−1(t)

(
∑i
r=k+1 pr)

(
n
k

)
φk(t)+ (

∑i
r=k+2 pr)

(
n
k+1

)
φk+1(t)+ · · · + pi

(
n
i−1

)
φi−1(t)

,

where φ(t) = F(t)/F̄ (t). Since limt→∞ φ(t) = ∞, then

lim
t→∞pj (t, k) =

{
0, j < i,

1, j = i,

which proves the result.

The next theorem extends Theorem 2.1 of [13] to the case of the conditional residual lifetime.

Theorem 3.4. Suppose that Ti(X) is the lifetime of a coherent system with i.i.d. components
having lifetimes X1, X2, . . . , Xn and corresponding mixing coefficients vector pi (t, k), i =
1, 2. Then, for any t ≥ 0, p1(t, k) ≤st (≤hr,≤lr) p2(t, k) implies that

[T1(X)− t | T1(X) > t, Xk:n ≤ t] ≤st (≤hr,≤lr) [T2(X)− t | T2(X) > t, Xk:n ≤ t].
Proof. By Corollary 3.1 of [21] we have, for any 1 ≤ k < j ≤ n and t > 0,

[Xj :n − t | Xj :n > t, Xk:n ≤ t] ≤lr [Xj+1:n − t | Xj+1:n > t, Xk:n ≤ t].
Hence,

[Xj :n − t | Xj :n > t, Xk:n ≤ t] ≤st (≤hr) [Xj+1:n − t | Xj+1:n > t, Xk:n ≤ t].
The proof follows from (3.1) and the mixture preservation results given in [19].
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For two groups of i.i.d. random variables X1, X2, . . . , Xn and Y1, Y2, · · · , Yn, Zhang [21],
Kochar et al. [8], and Goliforushani et al. [5] respectively showed that X1 ≤hr Y1 implies that

[Xj :n − t | Xk:n ≤ t < Xj :n] ≤st [Yj :n − t | Yk:n ≤ t < Yj :n]
for all 1 ≤ k < j ≤ n.

Before proceeding to the second main result, we address the following two useful results,
which are also of independent interest in the sense of strengthening the above usual stochastic
order to the hazard rate order and likelihood ratio order, respectively.

Theorem 3.5. If X1 ≤hr Y1 then, for all 1 ≤ k < j ≤ n,

[Xj :n − t | Xk:n ≤ t < Xj :n] ≤hr [Yj :n − t | Yk:n ≤ t < Yj :n].
Proof. Note that

P(Xj :n − t > x | X1:n > t) =
∫ 1

Ft (x)

n!
(j − 1)(n− j)!u

j−1(1 − u)n−j du

(see [5]) for all j ≥ 1, where Ft(x) = 1 − F̄ (t + x)/F̄ (t).
Define φ1(t) = F(t)/F̄ (t) and φ2(t) = G(t)/Ḡ(t). Then

P(Xj :n − t > x | Xk:n ≤ t < Xj :n)

=
∑j−1
l=k P(Xj :n > t + x | Xl:n < t < Xl+1:n)P(Xl:n < t < Xl+1:n)

P(Xk:n ≤ t < Xj :n)

=
∑j−1
l=k P(Xj−l:n−l > t + x | X1:n−l > t)

(
n
l

)
F̄ n−l (t)F l(t)∑j−1

m=k
(
n
m

)
F̄ n−m(t)Fm(t)

=
∑j−1
l=k P(Xj−l:n−l > t + x | X1:n−l > t)

(
n
l

)
φl1(t)∑j−1

m=k
(
n
m

)
φm1 (t)

=
∫ 1

0 1(Ft (x) ≤ u ≤ 1)
∑j−1
l=k

(
n
l

)(
n−l
j−l

)
(j − l)φl1(t)u

j−l−1(1 − u)n−j du∑j−1
m=k

(
n
m

)
φm1 (t)

.

Likewise, P(Yj :n− t > x | Yk:n ≤ t < Yj :n)may be represented in a similar manner. Note that

P(Yj :n − t > x | Yk:n ≤ t < Yj :n)
P(Xj :n − t > x | Xk:n ≤ t < Xj :n)

∝
∫ 1

0 1(Gt (x) ≤ u ≤ 1)
∑j−1
l=k

(
n
l

)(
n−l
j−l

)
(j − l)φl2(t)u

j−l−1(1 − u)n−j du∫ 1
0 1(Ft (x) ≤ u ≤ 1)

∑j−1
l=k

(
n
l

)(
n−l
j−l

)
(j − l)φl1(t)u

j−l−1(1 − u)n−j du

∝ Ex[ψ(U, x)],
where, for Ft(x) ≤ u < 1,

ψ(u, x) = 1(Gt (x) ≤ u ≤ 1)
∑j−1
l=k

(
n
l

)(
n−l
j−l

)
(j − l)φl2(t)u

j−l−1

1(Ft (x) ≤ u ≤ 1)
∑j−1
l=k

(
n
l

)(
n−l
j−l

)
(j − l)φl1(t)u

j−l−1
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is increasing in both x and u by X ≤hr Y and Lemma 2.3, and the distribution function of the
nonnegative random variable U belongs to the family H = {H(· | x), x ∈ X} with densities

h(u | x) = c(x) 1(Ft (x) ≤ u ≤ 1)
j−1∑
l=k

(
n

l

)(
n− l

j − l

)
(j − l)φl1(t)(1 − u)n−j uj−l−1

with some normalizing constant c(x). Since h(u | x) is TP2 in (u, x) ∈ R2+, this implies that
H(· | x2) ≥lr H(· | x1) and, hence,

H(· | x2) ≥st H(· | x1) for x2 ≥ x1 > 0.

From Lemma 2.1, it follows that

Ex1ψ(U, x1) ≤ Ex2ψ(U, x2) for x2 ≥ x1 > 0.

Thus,
P(Yj :n − t > x | Yk:n ≤ t < Yj :n)

P(Xj :n − t > x | Xk:n ≤ t < Xj :n)
is increasing in x for any t ≥ 0. This completes the proof.

The next conclusion can be directly obtained from Theorem 3.7 of [1] or Theorem 3.2 of [2].

Theorem 3.6. If X1 ≤lr Y1 then, for all 1 ≤ k < j ≤ n,

[Xj :n − t | Xk:n ≤ t < Xj :n] ≤lr [Yj :n − t | Yk:n ≤ t < Yj :n].
As the second main result, Theorem 3.7 below provides sufficient conditions for the

conditional residual lifetime of one coherent system to be larger than that of another coherent
system in three different senses: the usual stochastic order, hazard rate order, and likelihood
ratio order.

Theorem 3.7. Suppose that X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) are lifetimes of two
groups of i.i.d. components, and coherent systems T1(X) and T2(Y ) have their corresponding
mixing coefficients vector pi (t, k) = (0, . . . , 0, pi,k+1(t, k), . . . , pi,n(t, k)), i = 1, 2. Then,
for any t ≥ 0,

(i) X1 ≤hr Y1 and p1(t, k) ≤st (≤hr) p2(t, k) imply that

[T1(X)− t | T1(X) > t, Xk:n ≤ t] ≤st (≤hr) [T2(Y )− t | T2(Y ) > t, Yk:n ≤ t];
(ii) X1 ≤lr Y1 and p1(t, k) ≤lr p2(t, k) imply that

[T1(X)− t | T1(X) > t, Xk:n ≤ t] ≤lr [T2(Y )− t | T2(Y ) > t, Yk:n ≤ t].
Proof. By the mixture representation (3.1),

P(T1(X)− t > x | T1(X) > t, Xk:n ≤ t)

=
n∑

j=k+1

p1,j (t, k)P(Xj :n − t > x | Xj :n > t, Xk:n ≤ t),

P(T2(Y )− t > x | T2(Y ) > t, Yk:n ≤ t)

=
n∑

j=k+1

p2,j (t, k)P(Yj :n − t > x | Yj :n > t, Yk:n ≤ t).
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According to Theorem 3.5, X1 ≤hr Y1 implies that, for all 1 ≤ k < j ≤ n,

[Xj :n − t | Xk:n ≤ t < Xj :n] ≤hr [Yj :n − t | Yk:n ≤ t < Yj :n],
and, hence,

[Xj :n − t | Xk:n ≤ t < Xj :n] ≤st [Yj :n − t | Yk:n ≤ t < Yj :n].
As a consequence, the desired stochastic order and the hazard rate order follow from
Theorems 1.A.6 and 1.B.14 of [19], respectively.

From Theorem 3.6, X1 ≤lr Y1 implies that

[Xj :n − t | Xk:n ≤ t < Xj :n] ≤lr [Yj :n − t | Yk:n ≤ t < Yj :n]
for all 1 ≤ k < j ≤ n. Then, the likelihood ratio order directly follows from Theorem 1.C.17
of [19].

To close, we present a numerical example which indicates that the order between p1(t, k)

and p2(t, k) in Theorem 3.7 is necessary.

Example 3.1. Suppose that X1, X2, X3 and Y1, Y2, Y3 are two sets of i.i.d. copies of X and Y ,
respectively. Let X and Y have the following respective density functions:

f (x) = 1.2e−1.2x, g(x) = e−x,

for x ≥ 0. The systems T1(X) = max{min{X1, X2}, X3} and T2(Y ) = max{min{Y1, Y2}, Y3}
have the same signature p = (0, 2

3 ,
1
3 ) and the corresponding mixing coefficients vectors are

p1(t, 1) =
(

0,
2F̄ (t)

2F̄ (t)+ 1
,

1

2F̄ (t)+ 1

)
and

p2(t, 1) =
(

0,
2Ḡ(t)

2Ḡ(t)+ 1
,

1

2Ḡ(t)+ 1

)
.

Letf1,3,t (x) andg1,3,t (x)be the density functions of the random variables [T1(X)−t | T1(X) >

t, X1:3 ≤ t] and [T2(Y ) − t | T2(Y ) > t, Y1:3 ≤ t], respectively. By some computations we
have

g1,3,t (x)

f1,3,t (x)
∝ e−(t+x)(1 + 2e−(t+x) + e−t )

e−1.2(t+x)(1 + 2e−1.2(t+x) + e−1.2t )
= 	(t, x).

Note that X ≤lr Y, but p1(t, 1) �lr p2(t, 1), and, for t = 1,

	(1, 1) = 3.624 18 > 3.538 23 = 	(1, 1.5),

that is, [T1(X)− t | T1(X) > t, X1:3 ≤ t] �lr [T2(Y )− t | T2(Y ) > t, Y1:3 ≤ t].
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