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Procedural and economic utilities in consequentialist choice: Trading

freedom of choice to minimize financial losses
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Abstract

Work on procedural utility suggests that decision makers derive more value from outcomes earned with freedom of

choice. We experimentally tested tradeoffs between procedural and outcome utility, examining financial losses as an important

boundary condition. Participants completed a simulated consumer sales task (Exp. 1) or card task (Exp. 2) with or without

choice. Participants reported their satisfaction with monetary outcomes. When given choice, participants reported greater self-

determination. Participants also reported higher outcome satisfaction, but only for gains. Choice did not influence satisfaction

for losses. In Experiment 2, Participants also preferred choice when selecting between financial gains. However, when choice

was costly (large disparity in pay) or posed losses, most participants sacrificed choice for better payoffs. Results are consistent

with a cognitive model in which participants shift their attention from procedural utilities to financial outcomes when faced

with losses. Financial outcomes may take precedence over choice when financial outcomes are threatened.
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1 Introduction

Standard economic theory conceptualizes decision makers

as consequentialists — evaluating their options based on

the perceived merits of expected outcomes (Slovic et al.,

1977). This assumption is central to rational choice theory

(Edwards, 1954; von Neumann & Morgenstern, 1947) and

underlies most decision theories in cognitive science (e.g.,

Birnbaum, 1999; Busemeyer & Townsend, 1993; Kahneman

& Tversky, 1979), social psychology (e.g., Ajzen, 1991; see

Abelson & Levi, 1985 for review), political science, and eco-

nomics (Becker, 1982; Ostrom, 1998; Schoemaker, 1982).

However, a growing body of research questions the assump-

tion that preferences are based exclusively on anticipated

outcomes. Research on procedural utility, the utility de-

rived from procedures, examines how freedom of choice

influences the perceived value of outcomes and subsequent

decisions.

The few experiments studying procedural utility have

demonstrated that decision makers care about procedural

utilities above and beyond instrumental economic outcomes

(e.g., Benz & Frey, 2008a; Leotti & Delgado, 2011; see Frey
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et al. 2004 for review). However, it is unclear how individuals

weigh economic self-interest against sources of procedural

utility, like freedom of choice (Arrow, 1951/2012; DeCaro,

2019; Sen, 1997).

This question is important because most decisions are

made in social or institutional contexts that constrain indi-

vidual choices. Furthermore, many decisions pit freedom of

choice against financial outcomes, such as in government,

employment, law, and economic development (Ostrom,

1980, 2010; Sen, 1999; Tyler, 1988; see Frey et al. 2004 for

review). For example, when choosing forms of employment

(e.g., traditional employment vs. self-employment) or gov-

ernment (e.g., autocratic government vs. self-government),

decision makers must weigh individual freedom against ex-

pected economic payoffs (Benz & Frey, 2008b; Ostrom,

1980). Similar tradeoffs occur in interpersonal relation-

ships, parenting, healthcare, and education (Deci & Ryan,

1987). Outcomes cannot be completely disentangled from

the procedural context that produced them.

The current research contributes to our understanding of

procedural utility by experimentally testing tradeoffs be-

tween financial outcomes and decision procedures. We test

the hypothesis that decision makers emphasize procedural

utility (i.e., freedom of choice) differently, depending on

the perceived significance of the financial outcomes. When

one’s financial goals have not been satisfied (i.e., losses),

freedom of choice may figure less prominently in decision

makers’ minds and, therefore, exert less influence over utility

judgments and subsequent decisions. To explore this possi-

bility, we use simple computational models with outcome-

based (i.e., loss averse) attention weighting mechanisms.

The current research synthesizes prior conceptualizations
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of procedural utility and more closely integrates these theo-

ries with outcome-based decision science. This integration

represents an important next step toward the goal of a com-

prehensive decision science of choice

1.1 Procedural utility from choice

Individuals can derive utility from any number of processes

associated with decision making (Kahneman et al., 1997;

Mellers, 2000). For instance, individuals prefer stores with

more pleasant shopping experiences (e.g., quality customer

service), holding the number of available items constant

(Gärling et al., 1996). Excitement from the process of risk-

taking during gambling or extreme sports may also provide

utility beyond that derived from outcomes (Diecidue et al.,

2004; Le Menestrel, 2001).

Social and institutional (e.g., governance) processes may

be an important source of procedural utility (Frey et al., 2004;

Ryan & Deci, 2017). Decision-making procedures within

these settings constrain individual choice by determining

how the decision is made (e.g., individual choice, market

mechanisms, or vote), what role individuals play, and whose

input will be prioritized (Ostrom, 2005). Research suggests

that individuals derive utility from freedom of choice, be-

cause it satisfies fundamental social-psychological needs like

self-determination (Frey et al., 2004; Ryan & Deci, 2017).

Fundamental social-psychological needs are vital to well-

being and affect motivation, perception (Baumeister &

Leary, 1995; Deci & Ryan, 2000), and decision-making (De-

Caro, 2019; Moller, Deci & Ryan, 2006). Self-determination

refers to being able to freely pursue goals that align with

one’s core values (Ryan & Deci, 2006). Western cultures

(e.g., United States) often associate self-determination with

individual choice, being in control and making decisions

for oneself (Leotti, Iyengar & Ochsner, 2010). Provision of

choice is essential for optimal development, well-being, and

functioning. Restriction of choice is associated with depres-

sion, anxiety, and decreased motivation, learning, and per-

formance (Deci & Ryan, 2000; Shapiro, Schwartz & Astin,

1996). Provision of choice has therefore been identified as

an important source of procedural utility (Frey et al., 2004).

Most research on self-determination, and precursors to

procedural utility, has been conducted in fields outside deci-

sion science (e.g., Deci & Ryan, 2000; Tyler, 1988). How-

ever, Benz and Frey (2008a, 2008b) demonstrated that the

self-employed were more satisfied with their jobs than con-

ventional employees, even controlling for earnings and work-

load. The authors attributed this finding to greater decision-

making freedom. Güth and Weck-Hannemann (1997) found

that most voters treat their voter rights (i.e., choice) as invalu-

able, even though one person’s vote has a negligible effect

on election outcomes. Similar results have been observed in

markets, law, education, parenting, and religion (Frey et al.

2004; Ryan & Deci, 2017).

1.2 Experimental evidence

The previous research suggests that decision makers value

choice. A few experimental studies indicate that procedural

utility also effects financial decisions. Leotti and Delgado

(2011) demonstrated these effects in two tasks, using fMRI

and self-reports to assess both the “inherent value of choice”

and its impact on preference. During Task 1 (value task), par-

ticipants decided between two boxes, which yielded $0, $50,

or $100 with equal probabilities (unknown to participants).

Half of the trials were Choice Trials where participants chose

freely. The other trials were No Choice Trials, where the

computer indicated a box they were required to select. Each

trial began with a cue, allowing participants to anticipate the

trial type. After completing all these decisions, participants

indicated how much they liked/disliked the cues. Payoffs

were equated across trials, but participants reported liking

the choice cue more than the no-choice cue. The choice

cue was also associated with heightened activation of neural

substrates linked to reward (e.g., ventral striatum). Leotti

and Delgado concluded that individuals derived value from

choice beyond that derived from outcomes.

During Task 2 (preference task), Leotti and Delgado’s

(2011) participants made a series of choices between a white

and black box. The white box led directly to payoffs. The

black box led to a second choice between two additional

boxes, which yielded payoffs. Even with the payoffs equated

across paths, 64% of participants preferred the black box,

which offered additional choice opportunities.

Early research on self-determination posited that individ-

uals perceive outcomes as more positive when they decide

for themselves (de Charms, 1968; Deci & Ryan, 1985).

Szrek and Baron (2007) tested this hypothesis and its ef-

fect on preferences by asking how much individuals would

pay for identical sets of insurance policies presented with

or without choice. Participants were willing to pay more

when the policies were presented as a choice among avail-

able options, rather than an assignment—indicating greater

procedural utility. They also preferred the policies more.

Few procedural utility experiments have tested potential

tradeoffs, or interactions, between choice and economic out-

comes. This paper examines how financial losses impact

these tradeoffs.

1.3 Losses and procedural utility

We propose that decision makers focus on financial well-

being (i.e., outcomes) and deemphasize freedom of choice

(procedural utility) when their financial status quo is threat-

ened. Prospect Theory’s loss aversion (Kahneman & Tver-

sky, 1979) is a dominant perspective in decision science.

Therefore, we address it and other potential explanations.

Decision makers have limited attentional resources (Si-

mon, 1955), so salient aspects of the decision environment
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affect the valuation and selection of outcomes (Busemeyer

& Townsend, 1993; Tversky & Kahneman, 1981). Frey et al.

(2004) posit that freedom of choice (procedural utility) and

financial outcomes (outcome utility) represent two sources

of information during decision making. We propose that

the relative influence of these information sources depends

on their saliency. One potentially important factor may be

outcome valence (loss, gain).

Losses are often perceived negatively and have heightened

saliency compared to gains (Kahneman & Tversky, 1979; cf.

Dacey, 2003; Novemsky & Kahneman, 2005; Rick, 2011).

Individuals exhibit stronger negative affect (Heath, Larrik

& Wu, 1999; Mellers, 2000) and galvanic skin response

to losses (Sokol-Hessner et al., 2009). Losses capture at-

tention (Yechiam & Hochman, 2013), and individuals are

sometimes motivated to avoid or escape losses. Individuals

exhibit heightened concern for security and their basic in-

strumental needs (e.g., financial security) when they experi-

ence significant losses (Heath et al., 1999; Koop & Johnson,

2012; Lopes, 1987). Individuals are also more willing to

take risks to mitigate losses (Kahneman & Tversky, 1979;

Novemsky & Kahneman, 2005). This constellation of ad-

verse responses to losses has been deemed negativity bias

(Baumeister, Bratsklavksy, Finkenauer & Vohs, 2001).

Prospect Theory (Kahneman & Tversky, 1979) concep-

tualizes dislike for losses as loss aversion. According to

Prospect Theory, outcomes that fall below the status quo

(reference point) are perceived as losses and have greater

impact than equivalently sized gains. This effect is repre-

sented by an asymmetric, S-shaped value function (Figure 1).

Reference points can be goals or normative standards, such

as typical performance or the status quo (Camerer, 2005;

Dacey, 2003; Heath et al., 1999; Koop & Johnson, 2012).

Reference points are motivating: people often strive to main-

tain at least their current standing, rather than fall below it

(i.e., status quo bias, Samuelson & Zeckhauser, 1988; Tver-

sky & Kahneman, 1981, 1991).

In prospect theory, the status quo is the reference point.

Therefore, if $5 is the reference point, outcomes below $5

will be perceived as losses (Figure 1). The slope of the utility

function shows that loss aversion is stronger for near misses

than far misses (Dacey, 2003; Mellers, 2000; but see Hsee,

Rottenstreich & Xiao, 2005).

Kahneman and Tverksy’s (1979) conceptualization of loss

aversion is debated (Novemsky & Kahneman, 2005; Rick,

2011). Losses sometimes capture attention and influence

behavior without negative emotional arousal (Yechiam &

Hochman, 2013), the pleasure of gains can exceed the pain of

losses (Mellers, 2000), and the asymmetric S-shaped utility

function, which is believed to motivate status quo bias and

risk-seeking behavior (to avoid or escape losses) may not be

replicated (Mukherjee et al., 2017).

Despite violations of Prospect Theory, individuals tend to

exhibit a general negativity bias, disliking losses and striving

Figure 1: Hypothetical value function. Adapted from Kah-

neman & Tversky (1979).

to avoid them (Baumeister et al., 2011; Yechiam & Hochman,

2013). Mellers, Yin and Bermam (in preparation) demon-

strate that gain seeking can occur if the reference point is low,

or negative (shifting the reference point in Figure 1 down).

The heightened perceived pleasure of gains, relative to the

low reference point (e.g., losses), may motivate individuals

to take risks to escape the referent point and improve their

outcomes.

Few studies have considered how these effects may in-

fluence procedural utility. Tyler (2006) asked retirees to

choose between two hypothetical investment plans. In Plan

A, retirees could discuss their feelings, retirement needs,

and concerns with an advisor (higher procedural utility), but

promised an “average” financial return. Plan B lacked these

procedural opportunities but promised “above average” re-

turns. Most retirees (62%) preferred Plan A, sacrificing

some financial benefits for more influence over the decision.

This finding confirms the value of choice and demonstrates

a tradeoff between procedural and outcome utility, but does

not strongly test the effect of losses on procedural utility.

In Tyler’s (2006) study, participants chose between “aver-

age” financial benefits and “above average” benefits. “Aver-

age” outcomes represent a status quo reference point (Heath

et al., 1999), parsing the financial outcomes into gains

(“above average”) and foregone gains (“average”). Fore-

gone gains do not elicit loss aversion. Individuals are gen-

erally willing to sacrifice marginal benefits (foregone gains)

on one dimension for value on another (Kahneman 1992).

Moreover, the study used hypothetical monetary outcomes

and choice procedures that may not elicit genuine utilities or

tradeoffs (Hertwig & Ortmann, 2001).

In another study, Leotti and Delgado (2014) examined par-

ticipants’ subjective liking and neuropsychological reaction
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to conditions where choice or no-choice was followed by

either a positive ($0, $10, or $50) or negative (−$0, −$10,

−$50) outcome. Participants preferred choice more than no-

choice. However, there was an interaction between choice

and outcome valence that almost reached significance, in

which individuals liked choice less when outcomes were

losses. Thus, there is preliminary experimental evidence

that decisions makers may deemphasize freedom of choice

when they encounter financial losses.

1.4 Current studies

We examined tradeoffs between procedural and outcome util-

ity in two experiments. In Experiment 1, participants re-

ported their satisfaction with real financial losses and gains

earned with/without choice. In Experiment 2, participants

also indicated their preference for choice, when choice was

costly and posed financial losses. Because losses typically

capture attention and may elicit a stronger negative emotional

response, we expected decision makers to deemphasize pro-

cedural utility (i.e., choice) when financial losses were at

stake.

If this hypothesis is correct, the effect of choice should dif-

fer for gains and losses. When outcomes are gains, individu-

als should attend to monetary outcomes (outcome utility) and

freedom of choice (procedural utility). Outcome satisfaction

should therefore be greater for financial outcomes earned by

choice, as previously demonstrated (e.g., Leotti & Delgado,

2011; Tyler, 2006). When losses are at stake, individuals

should deemphasize choice. Satisfaction for losses should be

based primarily on the outcomes themselves, yielding sim-

ilar satisfaction ratings regardless of choice. In Experiment

2, preference for choice should be strongest among finan-

cial gains, because both procedural and outcome utility are

attended to and incorporated into the decision. Preference

for choice should be weakest for losses, because financial

security—and outcome utility—receives more attention.

2 Experiment 1

In Experiment 1, participants performed a simulated con-

sumer sales task under choice and no-choice conditions and

were asked to rate their satisfaction with real monetary losses

and gains. We used outcome satisfaction to approximate util-

ity (Frey & Stutzer, 2005; Kahneman et al., 1997; Mellers,

2000). We used a consumer sales cover story to draw atten-

tion away from the purpose of the satisfaction ratings and

ensure participants gave honest responses (Harmon-Jones,

Amodio & Zinner, 2007). The cover story, with simulated

managers, was more representative of social and institutional

decision contexts involving power disparities. Frey et al.

(2004) and others (e.g., DeCaro, 2019; Ryan & Deci, 2017)

argue that procedural utilities are especially crucial in those

settings.

2.1 Method

2.1.1 Participants

Undergraduate students (N=79; age M=18.78 years,

SD=0.79; 54% female) volunteered in exchange for partial

course credit. Participants received $5 monetary payment for

their performance on the decision task, as explained below.

2.1.2 Design

We manipulated choice and outcomes in a 2 (choice pro-

cedure: choice, no-choice) × 2 (outcome valence: losses,

gains) within-subjects design. Experiment stimuli and com-

puter instructions are included in Appendix A.

2.1.3 Outcome satisfaction task

Cover story. Participants were asked to “test a comput-

erized salesperson training program,” by adopting the role

of a new salesperson to provide feedback about the training

program (e-Trainer). To ensure that participants’ outcomes

were consequential, we instructed them that their payments

would be based on their performance, as explained below.

Satisfaction ratings. E-Trainer simulates different types of

customers (e.g., “Seems to be in a hurry”), sales approaches,

and training from managers (see Figure 2). Each decision

trial gave a binary choice for making a sale (e.g., “Focus on

selling the store’s easiest to sell items” versus its “hardest”).

After each decision, participants saw the outcome of the sale

(e.g., Successful Sale) and its monetary payoff. They also

reported their outcome satisfaction (“How satisfied are you

with this outcome?”) on a 9-point scale, ranging from 1 (very

dissatisfied) to 9 (very satisfied).

Decision procedures. We manipulated choice by includ-

ing either a choice or no-choice electronic manager on

each decision trial. Each manager had 11 statements. We

adapted statements used in prior choice experiments from

Self-Determination Theory (e.g., Sheldon & Filak, 2008).

The statements were randomly selected on each trial.

The choice manager (Figure 2) supported participants’

self-determination (Deci & Ryan, 1987; Deci et al., 1994),

acknowledging the participant’s perspective and encourag-

ing the participant to make a decision (e.g., “You’re free to

handle this however you like”). Participants then chose for

themselves. The no-choice manager controlled the decision

(evenly divided over options) (e.g., “You should listen to me,

your boss, when making sales decisions. Choose option J”).

The participant had to repeat the trial until they complied,
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Figure 2: Screenshots of a decision trial from the e-trainer sales task (Experiment 1). Participants used the electronic

manager’s sales support (a manipulation of choice) and information about the customer to decide which of two actions to take

to complete the sale (left screen). The choice condition (manager) is shown in Figure 2. Afterward, participants saw the sale

outcome and payoff and reported their satisfaction (right screen).

and were warned, “Always do as I say.” Trial order (choice,

no-choice) was randomized.

A subset of participants (N=64) also experienced a ran-

dom computer-guided condition, where the computer train-

ing program (identified by a computer icon) randomly de-

termined the choice so that participants could “watch and

learn.” We included this condition to compare to the no-

choice condition in which a manager deliberately under-

mined freedom of choice.

Financial outcomes. Sale outcomes. We did not tell par-

ticipants a specific performance goal (i.e., reference point).

Instead, to ensure participants interpreted the payoffs along

a common psychometric scale, we told them, “$10 is the

most you can gain or lose from any single sale,” and “$0 is

the least.” Each payoff was labeled: “Unsuccessful; You lose

$____” (for losses), “Successful; You gain $____” (gains),

or “Incomplete sale; Result $0” (see Figure 2).

Unknown to participants, there was no connection be-

tween the customer (6 total), the sale action selected (18 total

binary choice items), and the sale outcome and payoff of the

sale. Each sale outcome and payoff was randomly selected so

that participants received identical outcomes across choice

procedures. We used this methodology to demonstrate that

individuals experience procedural utility from choice even

when there are no financial benefits (see also, Leotti & Del-

gado, 2011). We informed participants that “just as in real

life, customers sometimes respond to identical situations dif-

ferently.”

Payoffs. Payoffs were identical for each choice proce-

dure (choice, no-choice) and presented in random order. We

used two types of payoff trials: diagnostic and noise. There

were 22 trials per condition (44 total): 16 (73%) were diag-

nostic; 6 (27%) were noise. During the 16 diagnostic trials,

participants received payoffs representing slight (M=$0.38),

moderate (M=$4.75), and large (M=$9.75) financial losses

and gains (2 outcomes each, total 12 trials). These trials

tested the hypothesis that outcome satisfaction is effected by

losses and gains, and were used in our analyses. Partici-

pants also received four $0 payoff trials; we intended this

payoff to serve as a no-change, “status quo” outcome.1 To

simulate variability (i.e., noise), we included 6 additional

outcomes (ranging from $1 to $10). These outcomes were

not analyzed.

2.1.4 Perceptions of the managers

We assessed perceptions of the managers (choice proce-

dures) after the decision task. Items referred to the man-

agers (e.g., “When I worked with this manager. . . ”). Man-

agers were identified by name and symbol. Managers and

items were presented in random order. Responses were

made on a 9-point scale, ranging from 1 (strongly disagree)

to 9 (strongly agree). We used four items to assess self-

determination (U=.90). Two items measured freedom (e.g.,

“I had personal freedom”; e.g., Ryan & Connell, 1989). Two

items measured agency (e.g., “My sales were determined by

my own actions”; Levenson, 1981).

2.1.5 Procedure

Participants first completed informed consent and a com-

pensation receipt, leaving the payment amount blank, “to be

determined by your sales performance.” They then worked

at an individual computer cubicle where they completed the

task instructions and the outcome satisfaction task. After-

ward, they completed a demographics questionnaire, were

1However, our results indicate that participants most likely treated this

as another loss outcome.
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fully debriefed, and paid $5. Payment was $5 because the

randomly determined and equated payoffs used for all con-

ditions were designed to yield an average payoff of $5.

2.2 Results and discussion

2.2.1 Manipulation checks

Choice. Participants perceived the choice manager as pro-

viding more self-determination (M=6.97, SD=2.22) than the

no-choice manager (M=2.88, SD=1.80), F(1,78)=129.47,

p<.001, [2
?
=.62.

Losses. To determine how participants perceived losses,

we quantified the extent to which outcome satisfaction ratings

for losses deviated from the neutral point of the satisfaction

scale (i.e., “5”), in absolute value. We averaged the abso-

lute deviation of the outcome satisfaction scores for losses

from neutral. Then we compared this value to the same

value for gains. The mean absolute deviation for losses

(M=2.73, SD=0.98) was significantly greater than that for

gains (M=1.99, SD=1.03), F(1,78)=25.44, p<.001, [2
?
=.25.

On average, participants’ subjective reaction to losses was

not only more negative than gains, but also more intense.

This finding is consistent with a general negativity bias.

2.2.2 Outcome satisfaction

Figure 3 shows participants’ outcome satisfaction for each

payoff. The pattern does not perfectly replicate Prospect

Theory’s proposed value function for loss aversion. The $0

no-change payoff is not centered at the neutral point, and the

slope for gains appears steeper (increases more rapidly) than

the slope for losses. This pattern may be consistent with

gain-seeking (Mellers et al., in preparation).

However, it may also be possible that the $0 no-change

payoff is not a true reference point. We did not state a

specific performance standard or goal (i.e., explicit reference

point) for this task. In addition, the $0 no-change payoff was

presented as an “Incomplete Sale.” It is difficult to argue that

this would be a goal or typical standard of performance in

consumer sales. Earning $0 on an incomplete sale does not

directly subtract from participants’ earnings. However, an

incomplete sale does represent a lost financial opportunity

(i.e., loss), which decreases long-term earnings. Thus, we

suspect that we failed to create and measure a true status quo

reference point (see Heath et al., 1999; Kahneman, 1992).

Random computer condition. Our hypotheses were in-

tended for the choice manager and no-choice manager deci-

sion procedure conditions, but we included a random “com-

puter” no-choice decision procedure condition as a com-

parison for some of the participants. Outcome satisfac-

tion ratings for the random computer condition were not

Figure 3: Mean outcome satisfaction in Experiment 1 as

a function of choice procedure and payoff. Error bars: 95%

CIs. * p<.05 based on 95% CIs.

significantly different from the no-choice manager or the

choice manager, with one exception (Appendix C, Table C1).

Hence, a random computer assistant may not be as aversive

or coercive as a social agent who deliberately undermines

one’s choice. This effect is consistent with the proposition

that it is the contrast of an autonomy-supportive social agent

with a coercive social agent that drives procedural utility ef-

fects in social settings (see Frey et al., 2004; Ryan & Deci,

2017).

Choice vs. no choice manager. Visual comparison of out-

come satisfaction for choice versus no-choice (Figure 3)

suggests that choice was associated with higher outcome

satisfaction for gains, but not losses (see Appendix C, Table

C1). We tested this relationship using a 2 (choice procedure:

choice, no-choice) × 2 (outcome valence: losses, gains)

repeated-measures ANOVA. There were main effects of

choice procedure, F(1,78)=20.64, p<.001, [2
?
=.21, and out-

come valence, F(1, 78)=581.32, p<.001, [2
?
=.88. Overall,

participants reported higher satisfaction for gains (M=6.86,

SE=.14) than losses (M=2.35, SE=.13) and for choice

(M=4.79, SE=.10) versus no-choice (M=4.42, SE=.11) tri-

als. There was also a significant interaction, F(1,78)=6.69,

p=.012, [2
?
=.08.

As shown in Figure 4, when the outcomes were gains,

choice (M=7.14, SE=.13, 95% CI[6.88−7.39]) led to higher

satisfaction ratings than no-choice (M=6.59, SE=.17, 95%

CI[6.25−6.92]), F(1,78)=24.85, p<.001, [
2
?
=.24. When

the outcomes were losses, choice (M=2.43, SE=.15, 95%

CI[2.14−2.74]) and no-choice (M=2.26, SE=.13, 95%

CI[1.99−2.53]) did not differ significantly, F(1,78)=2.71,

p=.104, [2
?
=.03.
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Figure 4: Outcome satisfaction in Experiment 1 as a func-

tion of choice procedure and outcome valence. Error bars

represent +1 SE.

Experiment 1 demonstrated that the element of choice dur-

ing decision-making increased perceived self-determination,

an important source of procedural utility. However, freedom

of choice only increased satisfaction when the outcomes were

gains, not losses. The financial earnings in the choice and

no-choice conditions were equated, so these findings can

only be attributed to the valence of the outcomes.

This study provides experimental evidence that choice

procedures influence perceptions of outcomes, as proposed

by procedural utility theorists. The findings are also consis-

tent with our hypothesis that the extent to which procedural

utilities influence decision making depends on the type of

outcome. When financial outcomes were more salient (i.e.,

losses), participants appeared to base their satisfaction rat-

ings on the outcomes themselves, largely ignoring choice.

3 Experiment 2

Experiment 2 improved upon Experiment 1 in five ways.

First, we sought to replicate the findings of Experiment

1 in a new domain. We used a card game that equated

the outcomes obtained in the choice and no-choice condi-

tions on diagnostic trials (for comparison), while allowing

performance-contingent payoffs based on participants’ actual

decisions. The outcome satisfaction task used an 11-point

satisfaction scale, and the outcome distribution ranged from

$1 to $9 in one-dollar increments for generalizability. Pay-

offs spanned losses ($1, $2, $3, $4) and gains ($6, $7, $8,

$9).

Second, we introduced an explicitly stated $5 “status quo”

reference point presented as the “typical” earnings among

peers in the task. This method is similar to goal inductions

used in prior studies that have exhibited stronger loss aversion

effects (e.g., Heath et al., 1999; Kahneman, 1992; Kahneman

et al., 1997).

Third, we included additional measures to examine more

sources of procedural utility. Choice may also satisfy social-

psychological needs for procedural fairness, competence,

and belonging (DeCaro, 2018; Frey et al., 2004). West-

ern cultures typically perceive leaders and decision proce-

dures that support choice as fairer (Sheldon et al., 2004; van

Prooijen, 2009). When a leader supports a decision maker’s

freedom of choice, this action is typically seen as a sign

of respect (De Cremer & Tyler, 2005), enhances feelings

of self-competence (Takenishi & Takenishi, 2006), and may

enhance social belonging (De Cremer & Blader, 2006). We

predicted these needs would be satisfied better by the choice

manager.

Fourth, we examined how losses influence preference for

choice. We added a choice tradeoff task analogous to that of

Tyler (2006), but with losses and gains. Participants chose

between competing “job offers” from different managers that

pitted their freedom of choice against anticipated monetary

outcomes. The job offers that granted choice always paid

less than the no-choice offers. These offers spanned losses

(both values below the $5 reference point; e.g., Choice at $2

vs. No-Choice at $3) and gains (both values above $5; e.g.,

Choice $6 vs. No-Choice $7), and differed by up to $8 (i.e.,

Choice $1 vs. No-Choice $9).

We hypothesized that participants would more often

choose job offers that granted them freedom of choice when

gains were at stake (e.g., Choice $6 vs. No-Choice $7) than

when losses were at stake (e.g., Choice $2 vs. No-Choice

$3). As with tradeoffs between valued commodities more

generally (Edwards, 1954), we also expected there to be a

limit to the payoffs individuals would sacrifice for freedom of

choice. There should be a transition point where maintain-

ing freedom of choice becomes too costly, and preference for

choice changes to preference for no-choice. Finally, if indi-

viduals experienced status quo bias, wishing to maintain at

least typical performance (Samuelson & Zeckhauser, 1988),

then preference for choice would be particularly weak for the

job offer that pits the $5 status quo against the first loss on

the payment scale (i.e., Choice $4 vs. No-Choice $5).

Finally, to better understand the psychological processes

involved, we tested the descriptive power of some sim-

ple cognitive models. These models compared traditional

outcome-based utility models to novel procedural utility

models, which use attentional weighting mechanisms to em-

ulate changes in the saliency of choice (versus financial out-

comes).
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Figure 5: A decision trial in the card task. A choice trial is depicted (left panel). Participants reported their outcome satisfaction

immediately afterward (right panel).

3.1 Method

3.1.1 Participants

Undergraduates (N=108; age: M=19.09 years, SD=1.12;

48% female)2 from introductory psychology classes partici-

pated in exchange for partial course credit. Participants were

paid based on their average earnings in the decision task.

Data from four students were not included because they in-

dicated during debriefing that they did not believe they would

be paid.

3.1.2 Outcome satisfaction task

Design. As in Experiment 1, we manipulated choice pro-

cedure and outcomes in a 2 (choice procedure: choice, no-

choice) × 2 (outcome valence: losses, gains) within-subjects

design. Experiment stimuli and computer instructions are

included in Appendix B.

Card task. We asked participants to evaluate a “training

and assessment program” portrayed as an admissions tool

for incoming business school students. The decision task

was based on the Iowa Gambling task (Bechara et al., 1994).

Four decks of cards were presented on the screen (Figure 5).

During each trial, participants selected a deck. Each card

had a payoff from $1 to $9. Each deck had an undisclosed

average payout: Decks A and C $1.60, Deck B $5 (status

quo), and Deck D $8.47. We informed participants that their

final payment would be determined by the average card value

they obtain during the card task, and that they should try to

discover which deck(s) generated the highest outcomes. To

establish a status quo economic goal (i.e., reference point),

we informed participants that “the majority of people scored

an average of $5” on previous (pilot) tests and that scores

287% Caucasian, 4.6% African American, 2.6% Asian, 2.6% Hispanic.

above or below that value are considered indicators of bet-

ter or worse performance. We quizzed participants’ under-

standing of these performance standards (and corrected any

mistakes). Half of the participants (between-subjects) were

additionally assigned to a failure-framing condition, which

defined $1 as “failure” and $9 as “success,” as a test of

multiple reference point effects beyond the status quo (Koop

& Johnson, 2012). This manipulation had no effects, so

data were collapsed. Finally, the task was designed to be

challenging but learnable, so that participants would not feel

helpless, yet still find the task engaging (Deci & Ryan, 1985).

Most participants learned the best deck after about a third to

half of the total trials.

Choice procedures. As in Experiment 1, each trial was

accompanied by “training support” from hypothetical man-

agers, identified as “Day” or “Night” managers (Figure 5).

These managers differed in their procedural utility (counter-

balanced across participants).

The choice manager let participants decide which deck

to select. Participants selected the deck (labeled A, B, C,

or D) using the computer keyboard. Manager instructions

were presented at the top of the screen and were randomly

selected from 11 statements that emphasized choice (e.g.,

“What do you suggest?”) and the participant’s opinion (e.g.,

“I appreciate your perspective on this.”). The no-choice

manager instructed participants to choose a particular deck

(e.g., “When I’m in charge, decisions must be made through

me. Choose Deck D”), evenly distributed among decks. If

participants did not comply, they were instructed, “Always do

as I say,” and repeated the trial. Trial order was randomized.

Outcomes. Immediately after selecting a deck, partici-

pants saw the value of the card they drew (e.g., $9), and

reported their outcome satisfaction on an 11-point scale,

ranging from 1 (very dissatisfied) to 11 (very satisfied), with
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a neutral point at 6 (keys “1” to “-“ at the top of the keyboard

were relabeled). There were 232 trials. During choice tri-

als, participants could concentrate on a deck and sample a

range of outcomes. Therefore, we ensured that participants

received a minimum set of common outcomes across choice

and no-choice trials for comparability: 72 trials (31%) were

designed so that each value $1-$9 would be presented four

times in each condition, regardless of the deck chosen. Out-

comes from the other trials depended on the average payout

for each deck. Outcome presentation was randomized.

3.1.3 Perceptions of the managers

After the card task, participants evaluated each manager on

four dimensions. Procedural fairness was assessed with

four items (U=.84): two evaluated general fairness (e.g., “I

felt treated fairly”); two pertained to the procedures (e.g.,

“I felt the manager used a fair process to manage the deci-

sion situation”; Colquitt, 2001; van Prooijen, 2009). Self-

determination was assessed using the same items (U=.78)

as in Experiment 1: two items measured general freedom

(e.g., “I had personal freedom”); two items assessed agency

(e.g., “My deck selections were determined by my own ac-

tions”; Levenson, 1981; Ryan & Deci, 2006). Belonging

was measured using two items (U=.88; e.g., “I felt that the

manager accepted me”; Baumeister & Leary, 1995; Ryan,

1982). Competence was assessed with two items (U=.83;

e.g., “The manager made me feel skilled and able”; Ryan,

1982). For all manipulation check items, the stem was,

“When I worked with this manager. . . ,” and responses were

recorded on an 11-point scale ranging from 1 (strongly dis-

agree) to 11 (strongly agree). Managers were presented one

at a time, identified by name and symbol. Order of managers

and items was randomized across participants.

3.1.4 Preference task

After rating each manager, participants imagined they would

repeat the earlier card-based decision task but could choose

the manager and final payment. Specifically, participants

learned that each manager would make “job offers” and that

they should indicate which offer they preferred (Figure 6).

In this task, freedom of choice always paid less than the no-

choice option. Payoffs $1–$9 spanned losses (e.g., Choice

at $2 vs. No-Choice at $3), gains (e.g., Choice $6 vs. No-

Choice $7), and the decision between the $5 status quo and

the first loss on the scale (i.e., Choice $4 vs. No-Choice $5).

There were 36 items: from Choice $1 vs. No-Choice $2 to

Choice $1 vs. No-Choice $9, to Choice $8 vs. No-Choice

$9. The job offers were randomized and manager location

on the screen (A vs. B; Figure 6) was counterbalanced.

Figure 6: A trial in the preference task. Offer A, from

the night manager, is the choice-granting option here (order

counterbalanced across participants).

3.1.5 Procedure

Procedures were the same as in Experiment 1, except the

manipulation check items were followed by a preference task.

3.2 Results and discussion

3.2.1 Manipulation checks

Choice. Participants perceived the choice manager as

satisfying their needs for self-determination, procedural

fairness, belonging, and competence more than the no-

choice manager: self-determination (M=9.98, SE=0.15 vs.

M=1.94, SE=0.13), t(107)=34.44, p<.001, d=3.31; proce-

dural fairness (M=9.22, SE=0.15 vs. M=2.80, SE=0.15),

t(107)=25.81, p<.001, d=2.48; belonging (M=9.78, SE=0.15

vs. M=2.61, SE=0.17), t(107)=27.37, p<.001, d=2.63;

competence (M=9.67, SE=0.16 vs. M=2.24, SE=0.14),

t(107)=29.52, p<.001, d=2.84.

Losses. We used the same method as in Experiment 1 to

identify how participants perceived losses, compared to the

neutral point (“6”) on the satisfaction scale. Participants

reacted more strongly (and negatively) to losses (M=3.59,

SD=0.71) than gains (M=2.55, SD=0.63, F(1,107)=108.43,

p<.001, [p
2=.50). This pattern suggests a general negativity

bias.

3.2.2 Outcome satisfaction

Satisfaction ratings. Outcome satisfaction ratings are

shown in Figure 7. With the well-defined, status quo refer-

ence point used in this experiment, the outcome satisfaction

ratings more closely resembled Prospect Theory’s asymmet-

ric, S-shaped value function for loss aversion. However, this

resemblance was imperfect. The $5 status quo was not pre-

cisely centered at the neutral point (“6”): participants judged
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Figure 7: Mean Outcome Satisfaction in Experiment 2 as a

Function of Choice Procedure and Payoff. Error bars: 95%

CIs. *p<.05 based on 95% CIs.

the status quo slightly negatively, especially in the no-choice

condition. With the exception of the first loss on the scale

(i.e., $4), the slope for gains was steeper than the slope for

losses. These patterns may therefore be consistent with gain-

seeking (Mellers et al., in preparation). However, with the

exception of the most extreme outcomes (i.e., $1, $9), losses

were still felt more intensely in absolute terms, when using

participants’ felt reference point value (i.e., 5.59) instead of

the satisfaction scale’s neutral point (“6.00”).

Choice vs. no choice manager. As in Experiment 1, we

used a 2 (choice procedure: choice, no choice) × 2 (out-

come valence: losses, gains) repeated-measures ANOVA to

test the hypothesis that the beneficial effect of choice on

outcome satisfaction decreases for losses (i.e., $1 to $4).

There was a main effect of outcome valence. As expected,

participants viewed losses more negatively (i.e., less satisfac-

tion; M=2.43, SE=.08) than gains (M=8.50, SE=.06), F(1,

107)=3989.20, p<.001, [2=0.97. There was a main effect

of choice procedure: overall, participants were more satis-

fied by payoffs earned during choice trials (M=5.70, SE=.07)

than no-choice trials (M=5.23, SE=0.07), F(1, 107)=20.57,

p<.001, [2=0.16.

These effects were qualified by a choice procedure ×

outcome valence interaction (F(1, 107)=38.47, p<.001,

[
2=0.26; Figure 8). As expected, the effect of choice on out-

come satisfaction was reduced for losses (choice M=2.55,

SE=.11; no-choice M=2.32, SE=.07, F(1, 107)=4.87,

p=.029, [
2=0.04), compared to gains (choice M=8.86,

SE=.06; no-choice M=8.14, SE=.11, F(1, 107)=37.07,

p<.001, [2=0.26) (see Appendix C, Table C2).

Figure 8: Outcome Satisfaction in Experiment 2 as a Func-

tion of Choice Procedure and Outcome Valence. Error bars

represent + 1 SE.

3.2.3 Preference for choice

Figure 9 shows the proportion of participants that chose the

choice manager (y-axis) for each set of payoffs (x-axis) in

the preference task. Lines represent differences in pay ($1 to

$8): the first point on the topmost line ($1 disparity) is the job

offer Choice $1 vs. No Choice $2; the last point is Choice $8

vs. No Choice $9. The no choice manager always paid more.

Thus, if participants only considered financial outcomes,

they would never choose the choice manager. However, if

preferences depend on both freedom of choice (procedural

utility) and financial outcomes, individuals will make trade-

offs. We examined whether pay disparities and financial

losses (i.e., outcomes below the $5 status quo) decreased

preference for the choice manager.

Pay disparity. When the difference in pay between the

managers was just $1 (i.e., 11% of the pay scale), most

participants (64%) chose the choice manager (see also Table

C3, Appendix C). However, when the pay disparity reached

$2 (22% of the pay scale), preference for choice dropped

to 36%, and then steadily declined to a low of 7% (for an

$8 pay disparity). Individuals valued freedom of choice but

abandoned choice when it became too costly.

Participants were indifferent between choice and no choice

for Choice $4 vs. No-Choice $5, which pits the status quo

against the first possible loss. This finding is consistent with

status quo bias, though the effect is weak (i.e., participants

did not switch preference to the no-choice manager). A

similar pattern emerged for Choice $1 vs. No-Choice $2.

Losses vs. gains. In gain job offers both managers offer

gain outcomes (e.g., Choice $6 vs. No-Choice $7). In loss
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Figure 9: Preference for the Choice Manager’s Job Offer.

Error bars: 95% CIs (not shown for pay differences greater

than $2 for visual clarity).

job offers both managers offer losses (e.g., Choice $2 vs.

No-Choice $3). We hypothesized that preference for choice

would be stronger among gains offers. We tested this hypoth-

esis with a 2 (outcome valence: losses, gains) × 4 (difference

in pay: $1, $2, $3, $4) repeated-measures ANOVA.

There were significant main effects of outcome valence

(F(1, 107)=21.24, p<.001, [2=0.17), and difference in pay

(F(1, 107)=110.37, p<.001, [
2=0.51). There was no va-

lence by magnitude interaction (F<1). Thus, participants

preferred the choice manager significantly more when gains

were at stake (M=38.06%, SE=3.26%) than when losses were

at stake (M=30.44%, SE=2.95%), and this preference did not

differ significantly for specific prospects. For example, pref-

erence for choice was similar for Choice $6 vs. No-choice $7

(70%) and Choice $6 vs. No-choice $8 (66%). Decreased

preference for choice among loss job offers correlated with

participant’s reaction to losses during the outcome satisfac-

tion task. Participants who exhibited a stronger affective

reaction to losses during the outcome satisfaction task (see

manipulation check) preferred choice less when facing loss

job offers (r(106)=-0.35, p<.001).

3.2.4 Models

We tested cognitive models of our hypothesized attention

weighting mechanism to gain more insight into participants’

outcome satisfaction and preference for choice.

Outcome satisfaction. Our three procedural utility models

consisted of intercept and slope parameters that attempted to

match the outcome satisfaction data. Intercepts represented

utility bonuses, where choice (procedural utility) increased

felt satisfaction. Slopes represented rates of change, where

utility bonuses could accelerate or decelerate from one payoff

to another. We compared these models to a more standard

subjective utility baseline model that accounted for losses

but assumed choice had no effect on outcome satisfaction.

The baseline model (BIC=-36) underestimated satisfac-

tion for gains earned in choice trials and overestimated sat-

isfaction for gains earned in no-choice trials (Appendix D

Figure D1). The baseline model was more accurate when

estimating satisfaction for losses.

Every procedural utility model (BICs>-50) outperformed

the baseline model. The best-fitting model was the matched-

slopes model (BIC=-57), which used intercepts to apply an

overall utility bonus to gain outcomes earned by choice

(+0.56) and a smaller bonus (+0.34) to losses earned by

choice, but held the bonus rates of change constant across

different outcomes sizes. This model assumes that partic-

ipants pay attention to both procedural utility (choice) and

outcome utility (financial payoffs) when facing gains, but

less attention to procedural utility when facing losses. This

finding is consistent with theories that propose financial se-

curity captures attention when individuals face losses (e.g.,

Yechiam & Hochman, 2013). The matched slope model per-

formed better than a full procedural utility model, which as-

sumed that attention and the corresponding bonus for choice

changed at each outcome level $1 to $9 (BIC=-51), and a

constrained model, which assumed procedural utility only

applied to gains (i.e., was completely ignored for losses;

BIC=-54). The underlying equations and parameter esti-

mates for each model are included in Appendix D.

Preference for choice. Participants were most sensitive

to tradeoffs between choice and financial payoffs when job

offers differed by only $1 (Figure 9, top line), so we modeled

those preferences.

The baseline model was a standard reference-dependent

subjective utility model. This model ignored freedom of

choice when calculating and comparing the utility (µ) of

each payoff, and used the logistic function 1/(1 + 4
−`) to

account for the probabilistic (stochastic) effect of losses on

subsequent preferences. The predicted utility (µ) of Choice

was always -1, because Choice always paid $1 less than No-

choice (e.g., Choice $1 vs. No-Choice $2). Thus, this model

always chose the no-choice job offer.

The procedural utility models applied bonuses to the util-

ity (µ) of the payoffs offered by the choice manager, increas-

ing the perceived utility of those payoffs. An additive model

added a constant bonus regardless of outcome type (loss,

gain). A loss averse model added a smaller bonus to loss

outcomes. These bonuses were estimated parameters. By

comparison, the baseline model (above) added no bonuses.

Thus, attention weighting was embodied by the presence or

absence and size of a procedural utility bonus, specifically

for Choice outcomes (see Appendix D for full details of each

model).

Every procedural utility model (BICs>−52) outperformed

the baseline model (BIC=−16). The baseline model under-
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estimated preference for Choice by 37% (see Supplement

D Figure D2). The loss averse procedural utility model,

which assumed less attention (i.e., a smaller bonus) to choice

when losses were at stake, fit the data best (BIC=−52). This

model estimated that decision makers applied a utility bonus

of +1.79 to the choice manager’s offers when both offers

were among gains (e.g., Choice $6 vs. No-Choice $7), and

+1.40 when the offers were among losses (e.g., Choice $3

vs. No-Choice $4). This model also outperformed the ad-

ditive model (BIC=−45), which assumed that the bonus of

choice did not depend on outcome valence, and a status-quo

biased model (BIC=-51) that assumed the bonus of choice

was especially weak for Choice $4 vs. No-Choice $5. These

results are consistent with general negativity bias and an

attention-weighting mechanism that de-emphasizes choice

when financial losses are at stake.

4 General discussion

Prior research finds a general preference for choice and posits

increased utility for outcomes earned by choice. Yet, conven-

tional theories in decision making largely ignore preferences

for choice and assume utilities are defined exclusively along

anticipated outcomes (Frey et al., 2004; Leotti et al., 2010;

Tyler, 2006). Procedural utility is believed to arise from

freedom of choice, because exercising choice satisfies fun-

damental needs for self-determination, procedural fairness,

competence, and belonging (Frey et al., 2004; see also, Ryan

and Deci, 2017). As research on procedural utility grows,

so does the need for experimental studies and descriptive

cognitive models that integrate procedural utility with more

conventional outcome-based models of decision making (see

DeCaro 2018, 2019; Ostrom, 1998).

We examined preference for choice and tradeoffs between

procedural utility and outcome utility using a salesperson

training task (Experiment 1) and a card-based decision task

(Experiment 2). Participants reported their satisfaction with

identical monetary losses and gains earned with hypothetical

managers who either granted or denied personal choice. In

Experiment 2, participants also completed a preference task,

pitting freedom of choice against financial losses and gains.

Participants indicated their preference for choice when losses

(values below $5; e.g., Choice $2 vs. No-Choice $3), gains

(values above $5; e.g., Choice $8 vs. No-Choice $9), and pay

disparities were at stake (e.g., Choice $1, No-Choice $9).

Participants reported feeling more self-determination (Ex-

periments 1 and 2), procedural fairness, belonging, and com-

petence (Experiment 2) when they made decisions them-

selves. Participants’ outcome satisfaction was also greater

during choice trials. However, this effect depended on the

valence of the outcomes. Outcome satisfaction was greater

during choice trials when the payoffs were gains than losses.

In addition, participants preferred to have freedom of choice

more when the financial prospects were gains (e.g., Choice

$6 vs. No-Choice $7) than losses (e.g., Choice $3 vs. No-

Choice $4; Experiment 2).

These findings are consistent with our hypothesis that

choice procedures and outcomes represent two available

information sources for decision makers. When financial

losses were at stake, decision makers emphasized outcome

utility. With emphasis placed on financial outcomes, indi-

viduals sought to minimize losses, sacrificing freedom of

choice. In contrast, when gains were at stake—and their ba-

sic financial goal (i.e., status quo) was satisfied—individuals

emphasized procedural utility.

To better understand the cognitive processes involved, we

tested three cognitive models of procedural utility against

a standard subjective utility model that ignores the utility

of choice. The best-fitting model for outcome satisfaction

was a procedural utility model that ignored payoff size but

added a different bonus to the utility of outcomes earned

with choice, depending on outcome valence. The estimated

utility bonus of choice was greater for gains (+0.56) than

losses (+.034), representing decreased attention to proce-

dural utility. In the preference task, the best-fitting model

applied a bonus to the expected utility of the payoff offered

by the choice manager (+1.79 to gains, +1.40 to losses).

Among job offers involving only gains (e.g., Choice $6 vs.

No-Choice $7), this additional procedural utility is sufficient

to offset the lower pay offered by the choice manager. Hence,

individuals selected the choice manager’s offer more often

than anticipated by outcome utility alone. The smaller bonus

for losses accounts for participants’ decreased preference for

choice among losses (e.g., Choice $6 vs. No-Choice $7).

Prior research on procedural utility treats the value of

self-determination as unlimited, noting that individuals value

freedom of choice above most economic outcomes (e.g., Frey

et al., 2004; Leotti & Delgado, 2011). Self-determination is

considered a fundamental need (Deci & Ryan, 2000; Leotti

et al., 2010). However, our findings suggest there is a limit

to the value of choice. In the preference task (Experiment

2), when the difference in pay reached $2 (22% of the pay

scale), preference for choice dropped from 64% to 36%, and

steadily declined to 7% with each successive increase in the

pay gap between choice and no-choice job offers.

The benefits of choice are debated (see Ryan & Deci,

2006; Schwartz, 2000). Freedom of choice is thought to be

highly valued, especially in Western societies, and to im-

prove motivation, acceptance, and well-being (Deci & Ryan,

2000; Frey et al., 2004; Tyler, 1988). However, choice ef-

fects are mixed (Chess & Purcell, 1999; DeCaro, Janssen &

Lee, 2015), and people do not always desire choice (Beattie,

Baron, Hershey & Spranca, 1994; Burger, 1989; Schwartz,

2000). The finding that financial losses constrain prefer-

ence for choice clarifies an important boundary to decision

makers’ desire for choice.
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For example, though self-employed workers may experi-

ence more satisfaction (e.g., Benz & Frey, 2008a), most in-

dividuals choose standard employment opportunities where

they exchange some freedom of choice for job security and

predictable income. Similarly, citizens exchange some con-

trol to governments for vital societal goods, like national

security and economic development (Davis & Silver, 2004;

Farber, 2008; Sen, 1999). Decision science may better ac-

count for these exchanges by incorporating procedural utility

and their tradeoffs with other important commodities (see

DeCaro, 2018, 2019). For example, DeCaro et al. (2015)

found that groups sustained a valuable resource better when

they could vote on rules and use economic sanctions to en-

force them, simultaneously satisfying procedural and eco-

nomic utilities.

4.0.1 Future directions

The concept of procedural utility is relatively new in decision

science (Frey et al., 2004). However, research has been

conducted on similar topics in numerous disciplines (Burger,

1989; Greenburg, 2000; Ryan & Deci, 2006, 2017; Tyler,

1988). Future research should synthesize these concepts

into a comprehensive theory of procedural utility, identifying

boundary conditions and core principles of how procedural

and economic utilities jointly influence behavior. Cognitive

models could provide a tool to test competing theoretical

explanations.

Any factor that alters the balance of attention between pro-

cedural and outcome utility should be theoretically relevant.

We outline some important considerations below.

Purpose of choice. The decision tasks in our experiments

pertained to financial decisions. In addition, participants

relinquished control temporarily, and only within the deci-

sion task itself. In some decision situations, the focal goal

may instead be freedom and justice. Detriments to freedom

of choice may be more substantial (e.g., loss of civil lib-

erties) and long-lasting (e.g., elections, policy decisions) in

such contexts. People may treat choice as a sacred value

in those situations (Fiske & Tetlock, 1997), making them

less likely to sacrifice choice for financial welfare (Brehm &

Brehm, 1981). For example, most people refuse to abandon

voting rights at any economic price, even though a single

vote has minimal effect on election results (e.g., Güth &

Weck-Hannemann, 1997). Similarly, Lind et al. (1993)

found that litigants in corporate lawsuits accepted monetary

awards based primarily on perceived procedural fairness, not

objective outcomes.

Framing. Our results imply that decision makers respond

less negatively to no-choice situations that are construed

as non-coercive or as preventing significant losses. In Ex-

periment 1, we included a random “computer” no-choice

condition for a subset of participants to “watch and learn”.

Procedural utility effects were strongest when comparing the

choice manager to the no-choice manager, which deliberately

undermined choice. This distinction is important because it

indicates that the way “no-choice” is portrayed matters. Ex-

periments that use non-social, uncoercive no-choice condi-

tions are more common in cognitive science experiments on

procedural utility, but may find weaker effects (e.g., Leotti

& Delgado, 2014).

Loss of choice may also be perceived less negatively if

framed as preventing instrumental losses. For example, the

United States Patriot Act, which limits certain civil liberties

and increases domestic surveillance, was passed after the

9/11 terrorist attacks. The Act was framed as a necessary

safeguard against dire future attacks portrayed as signifi-

cantly worse (loss) than previous attacks (status quo) (Far-

ber, 2008). In a national survey, Davis and Silver (2004),

found that people with stronger perceptions of threat were

more willing to sacrifice civil liberties for security (see also

Nelson, Clawson & Oxley, 1997). Political messages of-

ten frame issues as avoiding losses to cherished goods like

life, liberty, or economic security (Cornforth, 2009). These

framing effects may be important when considering trade-

offs between procedural and outcome utility, especially in

politics and governance. We mention this research to draw

attention to a topic of great societal significance and high

growth potential for procedural utility research (see DeCaro,

2018; Ostrom, 1980; Ryan & Deci, 2017; Sen, 1999).

Cost of choice. Different choice procedures pose differ-

ent costs to individuals. There are situations where people

do not prefer choice, such as decisions involving too many

choices, skilled, effortful, complex, or time-consuming de-

cisions, or decisions with undesirable or tragic choice op-

tions (Anderson, 2003; Beattie et al., 1994; Burger, 1989;

Schwartz, 2000; Shapiro, Schwartz & Austin, 1996). Self-

Determination Theory claims that choice is taxing and un-

satisfying when dealing with uninteresting, unimportant, or

extrinsically motivating topics (Moller, Deci & Ryan, 2006).

In a review of desire for control, Burger (1989) noted that

individuals react negatively to personal control when signif-

icant hardship could be avoided by letting a more capable

person take control. For example, individuals prefer to give

control to someone with better task performance to avoid

painful penalty shocks (Miller, 1980). Patients may defer

medical decisions to doctors for similar reasons (e.g., Arora

& McHorney, 2000). Self-efficacy is a crucial factor in these

decision situations. Individuals respond more positively to

control when they feel capable of handling the decision (see

also Burger, Brown & Allen, 1983).

Factors that increase the perceived difficulty of the task,

or the physical or psychological costs (e.g., stress) of choice,

may alter the weight placed on choice. Consistent uncontrol-

lable failure (losses) during decision making can generate
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learned helplessness, a general aversion to personal con-

trol (Seligman, 1972). In our experiments, participants per-

formed well and felt competent making decisions, so these

factors were not focal issues. However, if the decision tasks

were substantially harder, choice may not have been valued

so highly.

Individuals are also more reluctant to make decisions that

are tragic or regretful. Beattie et al. (1994) found that most

individuals (82%) preferred not to choose which of two sick

children would die (due to insufficient supply of bone mar-

row); instead, they wanted the decision to be “made” by fate

(e.g., biologically determined eligibility/match) (see also,

Botti, Orfali & Iyengar, 2009). Thus, there are complex

costs associated with choice that may moderate procedural

utility (see also, Markus & Schwartz, 2010).

Cultural context. Subjective definitions of self-

determination and procedural fairness differ culturally.

Individuals in Western societies (e.g., United States)

emphasize individual choice, and perceive most actions

as choices (Savani et al., 2010). In contrast, individuals

in collectivistic cultures (e.g., China, Russia) emphasize

inclusive autonomy, meeting their fundamental needs by

deferring choice to accepted social groups and authority

figures (Rudy et al., 2007; Shao et al., 2013). For example,

United States employees typically judge managers that

undermine individual choice as unfair and more coercive

than Chinese employees do (e.g., Brockner et al., 2001).

Some Western forms of choice (e.g., personal control) may

therefore be a disutility for individuals with different cultural

worldviews of democracy (DeCaro & Stokes, 2013).

Individual differences. Finally, individual differences in

desire for control may be context-specific (Beattie et al.,

1994; Burger, 1989; Shapiro et al., 1996), even if self-

determination is a fundamental need (Ryan & Deci, 2006).

In the study of preferences for the U.S. Patriot Act (Davis

& Silver, 2004), political liberals and African Americans

were less likely to sacrifice their civil liberties for national

security. The authors attributed this finding to African Amer-

icans’ historic struggle for political empowerment and liber-

als’ perception of civil liberties as sacred. Wetherell, Reyna,

and Sadler (2013) demonstrated that political conservatives

oppose universal healthcare, in part, due to fear of “big gov-

ernment” (i.e., reduced individual control).

Some individuals are especially averse to risk and uncer-

tainty, heightening their fear of loss (Tom et al., 2007). This

increased sensitivity may decrease preference for choice in

risky or uncertain situations (e.g., Beattie et al., 1994). Fi-

nally, individuals find particular decision tasks or domains

particularly interesting, fundamentally altering the perceived

costs (e.g., effort) of choice (Moller et al., 2006).

These individual differences could potentially be ac-

counted for in our models by decreased (or increased) pro-

cedural utility “bonuses” (i.e., intercepts) for choice. For

example, risk aversion could yield an even smaller procedu-

ral utility bonus for losses or a disutility (i.e., negative value).

It will be important to model the effects of such factors.

4.1 Conclusion

If choice is valued by decision makers, questions about trade-

offs and boundary conditions of procedural utility must be

addressed in decision science research to properly account

for human behavior. Our experiments add to this endeavor

by identifying the role of losses in preference for choice and

the procedural utility derived from exercising choice. Finan-

cial losses capture decision makers’ attention, encouraging

them to prioritize financial outcomes over their freedom of

choice.
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