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#### Abstract

We answer a few questions raised by $S$. Fitzpatrick concerning the representation of maximal monotone operators by convex functions. We also examine some other questions concerning this representation and other ones which have recently emerged.


## 1. Introduction

The interest of the theory of monotone operators does not arise just from the elegance of the results; it is also propelled by the number of applications, in particular for partial differential equations and variational inequalities (see [1-3,7,10,24] and their bibliographies).

Several proposals have established links between maximal monotone operators and convex functions ( $[4-6,8,9,11,15,16,18,20]$ ). Some of these contributions reap advantage from these links in deriving the most important results of the theory of maximal monotone operators from known facts in convex analysis ([16, 18-20]). The richness of the theory of monotone operators which has given rise to a great number of works justifies an interest for these links. A first attempt along this line has been proposed in the book of Simons [18]; the pioneering proposal of Fitzpatrick in [6] and its recent avatars enable one to give a still simpler approach.

In the present paper we relate the different approaches mentioned above and we try to answer some questions raised by Fitzpatrick in [6]. We also deal with some

[^0]other questions, such as characterising the images or the inverse images of the correspondences defined in [6,12] and [16]. Moreover, in Section 3 we consider a general construction of maximal monotone operators and we provide a representative of the new operator in terms of representatives of the operators from which it is built. This construction can be specialised to sums and compositions. We show by a counterexample that the Fitzpatrick representative of the sum of two maximal monotone operators may be different from the natural candidate given as the lsc hull of the partial infimal convolution of the representative of the summands. We also give in the last section a formula yielding an auto-conjugate representative of a maximal monotone operator under an additional assumption.

We hope that the clarifications we bring will make these correspondences more usable and add to their lure.

## 2. Correspondences between operators and functions

Throughout the paper $X$ is a reflexive Banach space with dual $X^{*}$. For $f$ : $X \times X^{*} \rightarrow \overline{\mathbb{R}}:=\mathbb{R} \cup\{-\infty,+\infty\}$, the transpose $f^{\top}: X^{*} \times X \rightarrow \overline{\mathbb{R}}$ of $f$ is defined by $f^{\top}\left(x^{*}, x\right):=f\left(x, x^{*}\right) ;$ similarly for $g: X^{*} \times X \rightarrow \overline{\mathbb{R}}$ we set $g^{\top}\left(x, x^{*}\right):=g\left(x^{*}, x\right)$. Given a Banach space $Z$ and a function $h: Z \rightarrow \overline{\mathbb{R}}$, we say that $h$ is proper if dom $h:=\{z \in Z \mid h(z)<+\infty\}$ is nonempty and if $h$ does not take the value $-\infty$. We use the conjugate $h^{*}$ of $h$ given by

$$
h^{*}\left(z^{*}\right):=\sup \left\{\left\langle z, z^{*}\right\rangle-h(z) \mid z \in Z\right\}
$$

and we set, for $z \in Z$ with $h(z) \in \mathbb{R}$,

$$
\partial h(z):=\left\{z^{*} \in Z^{*} \mid \forall w \in Z: h(w)-h(z) \geq\left\langle z^{*}, w-z\right\rangle\right\}
$$

$\partial h(z):=\emptyset$ for $h(z) \notin \mathbb{R}$. We often identify a multifunction $M: X \rightrightarrows X^{*}$ from $X$ to $X^{*}$ (also called an operator) with its graph gph $M:=\left\{\left(x, x^{*}\right) \in X \times X^{*} \mid x^{*} \in X^{*}\right\}$. Its domain is the set $\operatorname{dom} M:=\{x \in X \mid M(x) \neq \varnothing\}$.

To any function $f$ on $X \times X^{*}$ we associate the set

$$
T_{f}:=\left\{\left(x, x^{*}\right) \in X \times X^{*} \mid\left(x^{*}, x\right) \in \partial f\left(x, x^{*}\right)\right\}
$$

introduced by Fitzpatrick in [6] in the case when $f$ is convex; it is always a monotone subset of $X \times X^{*}$. Since here, as above, the subdifferential $\partial$ is taken in the sense of convex analysis, it is natural to take $f$ in the set $\Lambda\left(X \times X^{*}\right)$ of convex functions on $X \times X^{*}$ as Fitzpatrick did in [6]. The Fenchel equality enables us to reformulate the definition of $T_{f}$ as

$$
\begin{equation*}
T_{f}=\left\{\left(x, x^{*}\right) \in X \times X^{*} \mid f\left(x, x^{*}\right)+f^{*}\left(x^{*}, x\right)=2\left\langle x, x^{*}\right\rangle\right\} \tag{2.1}
\end{equation*}
$$

Observe that if $T_{f}$ is nonempty then the lsc hull $\bar{f}$ of $f$ is proper (since then $f$ has a continuous affine minorant) and $T_{f} \subset T_{f}$. So, if we are interested in obtaining a large $T_{f}$ (for example in order to get a maximal monotone multifunction), it is natural to take $f$ in the set $\Gamma\left(X \times X^{*}\right)$ of closed proper convex functions on $X \times X^{*}$. On the other hand, in several recent papers the classes

$$
\begin{aligned}
\mathscr{F} & :=\left\{f \in \Lambda\left(X \times X^{*}\right) \mid f \geq c\right\}, \\
\mathscr{G} & :=\left\{f \in \Gamma\left(X \times X^{*}\right) \mid f \geq c\right\}, \\
\mathscr{H} & :=\left\{f \in \Gamma\left(X \times X^{*}\right) \mid f \geq c, f^{*} \geq c^{\top}\right\},
\end{aligned}
$$

are considered, where $c: X \times X^{*} \rightarrow \mathbb{R}$ is the coupling function of the dual pair $\left(X, X^{*}\right)$, that is, $c\left(x, x^{*}\right):=\left\langle x, x^{*}\right\rangle:=x^{*}(x)$ for $x \in X$ and $x^{*} \in X^{*}$. To any $f \in \mathscr{F}$ one can associate the set

$$
M_{f}:=\left\{\left(x, x^{*}\right) \in X \times X^{*} \mid f\left(x, x^{*}\right)=c\left(x, x^{*}\right)\right\} .
$$

It has been shown in [16, Proposition 4] and [5, Theorem 3.1] that $M_{f}$ is monotone. In this case too, $M_{f} \subset M_{j}$ since $c \leq \bar{f} \leq f$ and $\bar{f} \in \mathscr{G}$. So, also in this case, it is natural to take $f \in \Gamma\left(X \times X^{*}\right)$. Observe that for $f \in \Lambda\left(X \times X^{*}\right)$ one deduces from relation (2.1) that

$$
\begin{equation*}
T_{f}=M_{g_{f}}, \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{f}\left(x, x^{*}\right)=\frac{1}{2} f\left(x, x^{*}\right)+\frac{1}{2} f^{*}\left(x^{*}, x\right) \quad \forall\left(x, x^{*}\right) \in X \times X^{*} ; \tag{2.3}
\end{equation*}
$$

moreover, the definition of the conjugate shows that $g_{f} \in \mathscr{F}$. Furthermore, Fitzpatrick [6, Theorem 2.4] proved that for $f \in \mathscr{F}$ one has $M_{f} \subset T_{f}$. This inclusion incites us to prefer $T_{f}$ to $M_{f}$; however the passage from $f$ to $M_{f}$ has some advantages, too.

Passages in the reverse direction are also of interest. To any nonempty subset $S \subset X \times X^{*}$ one can associate the function $\varphi_{S}$ on $X \times X^{*}$ given by

$$
\varphi_{S}\left(x, x^{*}\right):=\sup \left\{\left\langle x^{*}, w\right\rangle+\left\langle w^{*}, x-w\right\rangle \mid\left(w, w^{*}\right) \in S\right\},
$$

as Fitzpatrick did for the case when $S$ is the graph of a monotone operator ([6, Definition 3.1]). In [6, Theorem 3.4] Fitzpatrick showed that if $S$ is monotone then $S \subset M_{\varphi s}$ and (in this case is not sure that $c \leq \varphi_{s}$ ) $S \subset T_{\varphi_{S}}$. Therefore equality holds if $S$ belongs to the class $\mathfrak{M}(X)$ of maximal monotone subsets of $X \times X^{*}$.

On the other hand, simplifying a pioneering approach of Simons ([18]), Penot ( $[15,16]$ ) pointed out that one can associate to any subset $S$ of $X \times X^{*}$ the functions $c_{s}:=c+\iota_{s}$, where $\iota_{s}$ is the indicator function of $S$ given by $\iota_{s}(z)=0$ if $z \in S,+\infty$ else, and its convexified functions conv $c_{s}$ and $\psi_{s}:=\overline{\operatorname{conv}} c_{s}=\left(c_{s}\right)^{* *}$ (denoted by $p_{s}$
in [16, Proposition 4]). Then $S$ is monotone if and only if conv $c_{s} \geq c$ or, equivalently, $\operatorname{conv} c_{s} \in \mathscr{F}$ (see [16, Proposition 4], [23, Proposition 1]); of course, in such a case, $S \subset M_{\text {conv } c_{s}}$. Note that $\left(c_{s}^{*}\right)^{\top}$ is the Fitzpatrick function $\varphi_{S}$ associated to $S$. Moreover, by [16, Proposition 4], a nonempty subset $S \subset X \times X^{*}$ is monotone if and only if there exists $f \in \mathscr{F}$ with $S \subset M_{f}$ if and only if there exists $f \in \mathscr{G}$ with $S \subset M_{f}$.

The following result is practically contained in [5, Theorem 3.1] and [16, Theorem 6]. We give here another proof which does not need the renorming of $X$. It uses the function $\delta$ of the "perfect square trick" of [18, Section 7] given by

$$
\delta\left(x, x^{*}\right):=\frac{1}{2}\|x\|^{2}+\left\langle x, x^{*}\right\rangle+\frac{1}{2}\left\|x^{*}\right\|^{2}, \quad\left(x, x^{*}\right) \in X \times X^{*} .
$$

This function, which is clearly nonnegative, plays an important role in [18, Section 7] and [20].

Proposition 2.1. For any $f \in \mathscr{G}$, the operator $M_{f}$ is maximal monotone if and only if $f$ belongs to $\mathscr{H}$ :

$$
M_{f} \in \mathfrak{M}(X) \quad \Longleftrightarrow \quad f^{*} \geq c^{\top}
$$

Proof. First observe that for $M:=M_{f}$, we have $f \leq c_{M}$ by the very definitions. It follows that $f^{*} \geq c_{M}^{*}$. Assume now that $M \in \mathfrak{M}(X)$. By [16, Theorem 5] we have that $c_{\mathcal{M}}^{*} \geq c^{\top}$, and so $f^{*} \geq c^{\top}$. Conversely, assume that $f^{*} \geq c^{\top}$. Consider $\left(u, u^{*}\right) \in X \times X^{*}$ such that $M \cup\left\{\left(u, u^{*}\right)\right\}$ is monotone, that is, $\left\langle u-x, u^{*}-x^{*}\right\rangle \geq 0$ for every $\left(x, x^{*}\right) \in M$. Taking $g:=f^{* \top}$, since $\delta \geq 0$, we have that $g\left(x, x^{*}\right)-\left\langle x, x^{*}\right\rangle+$ $\delta\left(u-x, u^{*}-x^{*}\right) \geq 0$ for every $\left(x, x^{*}\right) \in X \times X^{*}$. By [20, Lemma 1.3] we get some $\left(x, x^{*}\right) \in X \times X^{*}$ such that $g^{*}\left(x^{*}, x\right)-\left\langle x, x^{*}\right\rangle+\delta\left(u-x, u^{*}-x^{*}\right) \leq 0$. Since $g^{*}\left(x^{*}, x\right)=f\left(x, x^{*}\right)$, it follows that $f\left(x, x^{*}\right) \leq\left(x, x^{*}\right\rangle$, hence $\left(x, x^{*}\right) \in M$ and

$$
\delta\left(u-x, u^{*}-x^{*}\right)=\frac{1}{2}\|u-x\|^{2}+\left(u-x, u^{*}-x^{*}\right\rangle+\frac{1}{2}\left\|u^{*}-x^{*}\right\|^{2}=0 .
$$

Because $\left\langle u-x, u^{*}-x^{*}\right\rangle \geq 0$ by the choice of $\left(u, u^{*}\right)$, we obtain that $\left(u, u^{*}\right)=$ $\left(x, x^{*}\right) \in M$. Hence $M \in \mathfrak{M}(X)$.

Using Proposition 2.1 we can give an answer to [6, Problem 5.3] which is formulated in the following way: For which convex functions $f$ is $T_{f}$ maximal monotone? Our answer is given in the next corollary.

Corollary 2.2. For $f \in \Gamma\left(X \times X^{*}\right)$ the following assertions are equivalent:
(i) $T_{f} \in \mathfrak{M}(X)$;
(ii) $s_{f}^{*} \geq c^{\top}$;
(iii) $f\left(x, x^{*}\right)+f^{*}\left(y^{*}, y\right) \geq \frac{1}{2}\left\langle x+y, x^{*}+y^{*}\right\rangle$ for every $x, y \in X, x^{*}, y^{*} \in X^{*}$.

Proof. The equivalence (i) $\Leftrightarrow$ (ii) is a consequence of the preceding proposition and of relation (2.2). The equivalence (ii) $\Leftrightarrow$ (iii) follows from the fact that $g_{f}=\frac{1}{2} f+\frac{1}{2} f^{* T}$, and so $g_{f}^{*}=\overline{\left(\frac{1}{2} f\right)^{*} \square\left(\frac{1}{2} f^{* T}\right)^{*}}$, where $\square$ denotes the infimal convolution operation. Because $c$ is norm-continuous, $g_{f}^{*} \geq c^{\top}$ if and only if $\left(\frac{1}{2} f\right)^{*} \square\left(\frac{1}{2} f^{* \top}\right)^{*} \geq c^{\top}$, that is, (iii) holds, taking into account the definition of $\square$ and the relation $(\lambda h)^{*}\left(z^{*}\right)=\lambda h^{*}\left(\lambda^{-1} z^{*}\right)$ for any function $h, \lambda>0, z^{*}$.

We complete Proposition 2.1 by the next result.
Proposition 2.3. Let $M \subset X \times X^{*}$ be nonempty. Then $M \in \mathfrak{M}(X)$ if and only if there exists $f \in \mathscr{H}$ such that $M=M_{f}$.

Proof. The sufficiency is given by Proposition 2.1. For the necessity, take $M \in$ $\mathfrak{M}(X)$; then, by [16, Theorem 5], we can take $f:=\psi_{M}=\overline{\operatorname{conv}} c_{M}$ or $f:=\varphi_{M}=$ $\left(c_{M}^{*}\right)^{\top}$.

The property of $\psi_{M}$ and $\varphi_{M}$ mentioned in the proof of Proposition 2.3 when $M \in \mathfrak{M}(X)$ is shared by any function in $\mathscr{H}$.

Proposition 2.4. Let $f \in \mathscr{H}$ and let $g:=f^{* \top}$. Then $T_{f}=T_{g}=M_{f}=M_{g}$ and $T_{f} \in \mathfrak{M}(X)$.

Proof. By [6, Theorem 2.4] (recalled above) we have $M_{f} \subset T_{f}$. Let $\left(x, x^{*}\right) \in T_{f}$, that is, $f\left(x, x^{*}\right)+f^{*}\left(x^{*}, x\right)=2\left(x, x^{*}\right)$. Since $f \geq c$ and $f^{*} \geq c^{\top}$, we obtain that $f^{* \top}\left(x, x^{*}\right)=f^{*}\left(x^{*}, x\right)=\left\langle x, x^{*}\right)$ and so $\left(x, x^{*}\right) \in M_{g}$. Hence $M_{f} \subset T_{f} \subset$ $M_{g}$. Since $g \in \mathscr{H}$, we can substitute $g$ for $f$ and get $M_{g} \subset T_{g} \subset M_{g^{\top}+\text {. As }}$ $g^{* T}=f$, the announced equalities follow. The fact that $M_{f} \in \mathfrak{M}(X)$ is given in Proposition 2.3.

Corollary 2.5. Let $f \in \mathscr{H}$. Then $g_{f}$ given by (2.3) is also in $\mathscr{H}$ and $M_{f}=M_{8,}$.
Proof. By (2.2) and Proposition 2.4 we have that $M:=T_{f}=M_{g}$ is maximal monotone. Using Proposition 2.1 we obtain that $g_{f}^{*} \geq c^{\top}$, that is, $g_{f} \in \mathscr{H}$.

Having $M \in \mathfrak{M}(X)$, it is natural to ask which are those functions $f \in \mathscr{H}$ with the property that $M=M_{f} ;$ such a function will be called a representative of $M$. The next result gives the answer.

Proposition 2.6. Let $M \in \mathfrak{M}(X)$ and $f \in \mathscr{H}$. Then $M=M_{f}$ if and only if $\varphi_{M} \leq f \leq \psi_{M}$.

Proof. If $\varphi_{M} \leq f \leq \psi_{M}$, as $M_{\varphi_{M}}=M_{\psi_{M}}=M$ by [16, Theorem 5], we obtain that $M_{f}=M$. Conversely, assume that $M=M_{f}$. Then we have that $c_{M} \geq f$ and so $f \leq \overline{\operatorname{conv}} c_{M}=\psi_{M}$. By Proposition 2.4 we have also that $M=M_{f * r}$ and so $f^{* \top} \leq \psi_{M}$. By conjugation we get $f \geq\left(\psi_{M}^{\top}\right)^{*}=\varphi_{M}$.

Fitzpatrick's Problem 5.1 in [6] is formulated as follows: For which convex functions $f$ is $\varphi_{T_{f}}=f$ ?

If $\varphi_{T_{f}}=f$, then $f$ is necessarily lsc; moreover, because for a monotone multifunction $M$ we have that $\varphi_{M} \leq \psi_{M}=\left(\varphi_{M}\right)^{* \top}$ [16, Proposition 4], we must have that $f \leq f^{* \top}$. Hence, if $\varphi_{T_{f}}=f$ then $f=\overline{\operatorname{conv}} f \leq f^{* \top}$. However, this condition is not sufficient: just take $f\left(x, x^{*}\right):=\|x\|^{2} / 2+\left\|x^{*}\right\|^{2} / 2$ on a Hilbert space $X$; then $f^{* \top}=f \geq c, g_{f}=f$ and thus $T_{f}=M_{g_{f}}=M_{f}=\Delta_{x}:=\{(x, x) \mid x \in X\}$. However $\varphi_{\Delta_{x}}\left(x, x^{*}\right)=\left\|x+x^{*}\right\|^{2} / 4$ by [16, Example 2]. But we can give a complete answer for functions $f \in \mathscr{H}$; in fact, part of it already appears in [6, Theorem 3.7] as a necessary condition.

Corollary 2.7. Let $f, g \in \mathscr{H}$. Then $\varphi_{T_{f}}=f$ (respectively $\psi_{T_{s}}=g$ ) if and only if $f$ is minimal (respectively $g$ is maximal) in $\mathscr{H}$ with respect to $\leq$.

Proof. Assume first that $\varphi_{T_{J}}=f$ and take $g \in \mathscr{H}$ such that $g \leq f$. It follows that $M_{f} \subset M_{g}$. By Proposition 2.3, $M_{f}$ and $M_{g}$ are maximal monotone and so $M_{f}=M_{g}$. By Proposition 2.4, $M:=T_{f}=M_{f}=M_{g}$. Then, by Proposition 2.6 we obtain that $f=\varphi_{M} \leq g \leq \psi_{M}$. Hence $f$ is minimal.

Assume now that $f$ is minimal in $\mathscr{H}$. By Proposition 2.3 we have that $M:=$ $M_{f}$ is maximal monotone, from Proposition 2.4 we have that $M=T_{f}$, and from Proposition 2.6 we have that $\varphi_{M} \leq f$. Since $\varphi_{M} \in \mathscr{H}$ and $f$ is minimal, it follows that $f=\varphi_{M}=\varphi_{T_{j}}$.

The assertion concerning $g$ follows from what precedes by setting $f=g^{* \top}$ and using the fact that $T_{f}=T_{g}$ by (2.1) and that $\varphi_{M}^{* T}=\psi_{M}$ for every $M \subset X \times X^{*}$.

Note that $[f \in \mathscr{H}, g \in \mathscr{G}, g \leq f] \Rightarrow g \in \mathscr{H}$. This is because $g^{*} \geq f^{*} \geq c$. Thus, if $f \in \mathscr{G}$ is such that $\varphi_{T_{f}}=f$ then $f$ is minimal in $\mathscr{G}$ with respect to $\leq$. Indeed, as observed above we have $f \leq f^{* \top}$, and so $f \in \mathscr{H}$; the conclusion follows from Corollary 2.7.

Let us subsume the preceding analysis in the following statement.
Corollary 2.8. The mappings $\varphi: M \mapsto \varphi_{M}$ and $\psi: M \mapsto \psi_{M}$ define bijections from the set $\mathfrak{M}(X)$ of maximal monotone operators on $X$ onto the sets $\mathscr{H}_{m}$ and $\mathscr{H}^{m}$ of minimal and maximal elements of $\mathscr{H}$, respectively, with inverses $T: f \mapsto T_{f}=M_{f}$. Moreover $\varphi$ is antitone (that is, reverses order) and $\psi$ is homotone (that is, preserves order). For each $M \in \mathfrak{M}(X)$, the inverse image $T^{-1}(M)$ of $T: \mathscr{H} \rightarrow \mathfrak{M}(X)$ is the segment $\left[\varphi_{M}, \psi_{M}\right]$.

Burachik and Svaiter [4,5] considered, for $M \in \mathfrak{M}(X)$, the class

$$
\mathscr{H}(M):=\left\{f \in \mathscr{G} \mid M \subset M_{f}\right\} .
$$

In [6, Theorem 3.10] it is proved that $\varphi_{M}$ is minimal in the class $\mathscr{H}(M)$, a property weaker than Corollary 2.7. Propositions 2.3 and 2.6 show that for $M \in \mathfrak{M}(X)$,

$$
\mathscr{H}(M)=\left\{f \in \mathscr{H} \mid M=M_{f}\right\}=\left\{f \in \Gamma\left(X \times X^{*}\right) \mid \varphi_{M} \leq f \leq \psi_{M}\right\}
$$

The first equality is the main result of [5]; since $M_{f}$ is monotone for each $f \in \mathscr{F}$, as recalled above, given $f \in \mathscr{H}(M)$, we have $M=M_{f}$ by maximality. The fact that $\varphi_{M} \in \mathscr{H}(M)$ and $\varphi_{M} \leq f$ for every $f \in \mathscr{H}(M)$ was obtained in [6, Theorem 3.10] (see also [5, Theorem 1.1]); the inequality $f \leq \psi_{M}$ can easily be deduced from [6, Proposition 4.2].

From the preceding equality, we obtain also that $f \in \mathscr{H}(M) \Rightarrow f^{* \top} \in \mathscr{H}(M)$, a result established in [4]. By Proposition 2.6, the function $\sigma_{T}$ defined in the beginning of [21, Section 2] coincides with $\psi_{M}$ when $X$ is reflexive.

Martínez-Legaz and Théra [12] introduced the class of functions

$$
\Phi(X):=\left\{f \in \Gamma\left(X \times X^{*}\right) \mid\left(f+\iota_{B(f)}\right)^{*}=f^{\top}\right\}
$$

where

$$
\begin{equation*}
B(f):=\left\{\left(x, x^{*}\right) \in X \times X^{*} \mid f\left(x, x^{*}\right) \leq\left\langle x, x^{*}\right\rangle\right\} . \tag{2.4}
\end{equation*}
$$

Note that for $f \in \Phi(X)$ (see also [12, Proposition 1])

$$
\begin{equation*}
B(f) \neq \emptyset, \quad f \geq c, \quad f+\iota_{B(f)}=c_{B(f)}, \quad f^{*} \geq c^{\top} . \tag{2.5}
\end{equation*}
$$

Indeed, if $B(f)=\emptyset$ then $f+\iota_{B(f)} \equiv \infty$, and so $f \equiv-\infty$. To prove that $f \geq c$, we consider two cases. If $\left(x, x^{*}\right) \notin B(f)$ we have that $f\left(x, x^{*}\right)>\left\langle x, x^{*}\right\rangle=c\left(x, x^{*}\right)$. Let $\left(x, x^{*}\right) \in B(f)$. Then

$$
\begin{aligned}
2 f\left(x, x^{*}\right) & =\left(f+\iota_{B(f)}\right)\left(x, x^{*}\right)+\left(f+\iota_{B(f)}\right)^{*}\left(x^{*}, x\right) \\
& \geq\left\langle\left(x, x^{*}\right),\left(x^{*}, x\right)\right\rangle=2\left(x, x^{*}\right\rangle .
\end{aligned}
$$

Hence $f\left(x, x^{*}\right) \geq\left\langle x, x^{*}\right\rangle$. Since $f \geq c$ we have $f+\iota_{B(f)}=c_{B(f)}$ and conversely this equality yields $f \geq c$. Because $f \leq f+\iota_{B(f)}$, we have that

$$
f^{*} \geq\left(f+\iota_{B(f)}\right)^{*}=f^{\top} \geq c^{\top} .
$$

It follows that $\Phi(X) \subset \mathscr{H}$ and $B(f)=M_{f}$. Moreover if $f \in \Phi(X)$ then, by Proposition 2.3, we have that $M:=M_{f}$ is maximal monotone and $M=B(f)$ since $f \geq c$; as $f+\iota_{M}=c_{M}$, by definition of $M_{f}$, we get $f^{\top}=c_{M}^{*}$, that is, $f=\varphi_{M}$. Hence
$\Phi(X) \subset\left\{\varphi_{M} \mid M \in \mathfrak{M}(X)\right\}$. Because for $M \in \mathfrak{M}(X)$ we have that $\varphi_{M} \in \Gamma\left(X \times X^{*}\right)$ and $M_{\varphi_{M}}=M$ as recalled above, we obtain that $\left(\varphi_{M}+\iota_{B\left(\varphi_{M}\right)}\right)^{*}=c_{M}^{*}=\varphi_{M}^{\top}$, and so

$$
\Phi(X)=\left\{\varphi_{M} \mid M \in \mathfrak{M}(X)\right\}
$$

This is practically [12, Theorem 2] which is stated for $X$ a Banach space; one must observe that in this case, in the definition of $\Phi(X)$ one must endow $X^{*}$ with the weak* topology (and the result remains valid for $X$ a separated locally convex space).

Now let us introduce the class of functions

$$
\Psi(X):=\left\{g \in \Gamma\left(X \times X^{*}\right) \mid\left(g^{*}+\iota_{B\left(g^{*}\right)}\right)^{* *}=g\right\}
$$

where, as above,

$$
B\left(g^{*}\right):=\left\{\left(x, x^{*}\right) \in X \times X^{*} \mid g^{*}\left(x^{*}, x\right) \leq\left\langle x, x^{*}\right\rangle\right\} .
$$

Note that for $g \in \Psi(X)$ the function $f:=g^{* \top}$ belongs to $\Phi(X)$. Conversely, for any $f \in \Phi(X)$ we have $f^{* \top} \in \Psi(X)$. It follows that

$$
\Psi(X)=\left\{\psi_{M} \mid M \in \mathfrak{M}(X)\right\}
$$

Thus, for each $g \in \Psi(X)$ we have

$$
B(g) \neq \emptyset, \quad g \geq c, \quad g+\iota_{B(g)}=c_{B(g)}, \quad g^{*} \geq c^{\top}
$$

## 3. Questions about operations

Let $M, N: X \rightrightarrows X^{*}$ be monotone multifunctions and $\alpha>0$. Then the multifunctions $\alpha M$ and $M+N$ are defined by $(\alpha M)(x):=\alpha \cdot M(x)$ and $(M+N)(x):=$ $M(x)+N(x)$. Of course, $\operatorname{dom}(\alpha M)=\operatorname{dom} M, \operatorname{dom}(M+N)=\operatorname{dom} M \cap \operatorname{dom} N$, and $\alpha M, M+N$ are monotone; $\alpha M$ is maximal monotone when $M$ is so, but $M+N$ is not necessarily maximal monotone when $M$ and $N$ are so. For every $\left(x, x^{*}\right) \in X \times X^{*}$ we have

$$
\begin{aligned}
\varphi_{\alpha M}\left(x, x^{*}\right) & =\sup \left\{\left\langle x, u^{*}\right\rangle+\left\langle u, x^{*}\right\rangle-\left\langle u, u^{*}\right\rangle \mid\left(u, u^{*}\right) \in \operatorname{gph}(\alpha M)\right\} \\
& =\sup \left\{\left(x, \alpha w^{*}\right\rangle+\left\langle w, x^{*}\right\rangle-\left\langle w, \alpha w^{*}\right\rangle \mid\left(w, w^{*}\right) \in \operatorname{gph} M\right\} \\
& =\alpha \varphi_{M}\left(x, \alpha^{-1} x^{*}\right)
\end{aligned}
$$

For what concerns the sum, we need to use a partial convolution for functions on a product space, as in [16] and [20]. Consider $g, h: X \times Y \rightarrow \overline{\mathbb{R}}$ and define $g \square_{2} h: X \times Y \rightarrow \overline{\mathbb{R}}$ by

$$
\left(g \square_{2} h\right)(x, y):=\inf \left\{g\left(x, y_{1}\right)+h\left(x, y_{2}\right) \mid y_{1}, y_{2} \in Y, y=y_{1}+y_{2}\right\}
$$

$g \square_{1} h$ is defined similarly. Then

$$
\begin{aligned}
\left(g \square_{2} h\right)^{*}\left(x^{*}, y^{*}\right)= & \sup \left\{\left(x, x^{*}\right\rangle+\left\langle y, y^{*}\right\rangle\right. \\
& \left.-\inf \left\{g\left(x, y_{1}\right)+h\left(x, y_{2}\right) \mid y=y_{1}+y_{2}\right\} \mid(x, y) \in X \times Y\right\} \\
= & \sup \left\{\left\langle x, x^{*}\right\rangle+\left\langle y_{1}+y_{2}, y^{*}\right\rangle\right. \\
& \left.-g\left(x, y_{1}\right)-h\left(x, y_{2}\right) \mid x \in X, y_{1}, y_{2} \in Y\right\} \\
\leq & \sup \left\{\left\langle x, x_{1}^{*}\right\rangle+\left\langle y_{1}, y^{*}\right\rangle-g\left(x, y_{1}\right) \mid x \in X, y_{1} \in Y\right\} \\
& +\sup \left\{\left(x, x_{2}^{*}\right\rangle+\left\langle y_{2}, y^{*}\right\rangle-h\left(x, y_{2}\right) \mid x \in X, y_{2} \in Y\right\}
\end{aligned}
$$

for all $x_{1}^{*}, x_{2}^{*} \in X^{*}$ with $x_{1}^{*}+x_{2}^{*}=x^{*}$. Hence

$$
\begin{equation*}
\left(g \square_{2} h\right)^{*}\left(x^{*}, y^{*}\right) \leq\left(g^{*} \square_{1} h^{*}\right)\left(x^{*}, y^{*}\right) \quad \forall\left(x^{*}, y^{*}\right) \in X^{*} \times Y^{*} \tag{3.1}
\end{equation*}
$$

It would be interesting to know when $\left(g \square_{2} h\right)^{*}=\overline{g^{*} \square_{1} h^{*}}$. In [20, Theorem 4.2] it is shown that equality holds in (3.1) and the infimum is attained in the definition of $g^{*} \square_{1} h^{*}$ when $X, Y$ are Banach spaces, $g, h \in \Gamma(X \times Y)$ and $0 \in{ }^{i c}\left(\operatorname{Pr}_{X}(\right.$ dom $g)$ $\operatorname{Pr}_{X}(\operatorname{dom} h)$ ); hereafter, as in [22, page 15], for a subset $S$ of $X$ we write $x \in{ }^{i c} S$ to mean that the affine manifold $A:=$ aff $S$ generated by $S$ is closed and $x$ belongs to the relative algebraic interior ${ }^{i} S$ of $S$ (that is the algebraic interior of $S$ in $A: x \in{ }^{i} S$ if and only if for every $a \in A$ there exists some $\varepsilon>0$ such that $x+t(a-x) \in S$ for $t \in[-\varepsilon, \varepsilon])$. Thus ${ }^{i c} S$ is empty when aff $S$ is not closed.

As observed in [16], from the very definitions, we have that $c_{M+N}=c_{M} \square_{2} c_{N}$, and so, by (3.1), and the fact that $\psi_{M} \square_{2} \psi_{N}$ is convex and less than $c_{M+N}$,

$$
\begin{equation*}
\varphi_{M+N} \leq \overline{\varphi_{M} \square_{2} \varphi_{N}}, \quad \psi_{M+N} \geq \overline{\psi_{M} \square_{2} \psi_{N}} \tag{3.2}
\end{equation*}
$$

In the next result we adapt the proof of [20, Lemma 5.3 (b)] to the case of a maximal monotone multifunction defined on $X \times Y$, where $Y$ is another reflexive Banach space.

Lemma 3.1. Let $F \in \mathfrak{M}(X \times Y)$, let $Y_{0} \subset Y$ be a closed linear subspace and $y_{0} \in Y$ be such that $\operatorname{Pr}_{Y}(F) \subset y_{0}+Y_{0}$. Then $\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right) \subset y_{0}+Y_{0}$.

Proof. Let $y \in \operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right)$; then there exist $x \in X, x^{*} \in X^{*}, y^{*} \in Y^{*}$ and $\gamma \in \mathbb{R}$ such that $\left(x, y, x^{*}, y^{*}, \gamma\right) \in$ epi $\varphi_{F}$. Fix $\left(u, v, u^{*}, v^{*}\right) \in F$ and take an arbitrary $\left(u^{\prime}, v^{\prime}, u^{* \prime}, v^{* \prime}\right) \in F$. Then, for every $z^{*} \in Y_{0}^{\perp}$ one has $\left(v-v^{\prime}, z^{*}\right)=0$ and

$$
\begin{aligned}
& \left\langle(u, v)-\left(u^{\prime}, v^{\prime}\right),\left(u^{*}, v^{*}+z^{*}\right)-\left(u^{* \prime}, v^{* \prime}\right)\right\rangle \\
& \quad=\left\langle(u, v)-\left(u^{\prime}, v^{\prime}\right),\left(u^{*}, v^{*}\right)-\left(u^{* \prime}, v^{* \prime}\right)\right\rangle+\left(v-v^{\prime}, z^{*}\right\rangle \geq 0 .
\end{aligned}
$$

Since $F$ is maximal monotone, we obtain that $\left(u, v, u^{*}, v^{*}+z^{*}\right) \in F$. Hence the definition of $\varphi_{F}$ as $c_{F}^{*}$ and the choice of $x, x^{*}, y^{*}, \gamma$ show that

$$
\gamma \geq\left\langle(x, y),\left(u^{*}, v^{*}+z^{*}\right)\right\rangle+\left\langle(u, v),\left(x^{*}, y^{*}\right)\right\rangle-\left\langle(u, v),\left(u^{*}, v^{*}+z^{*}\right)\right\rangle
$$

for every $z^{*} \in Y_{0}^{\perp}$, which implies that $\left\langle y-v, z^{*}\right\rangle=0$ for each $z^{*} \in Y_{0}^{\perp}$. It follows that $y-v \in\left(Y_{0}^{\perp}\right)^{\perp}=Y_{0}$. Hence $y \in v+Y_{0} \subset \operatorname{Pr}_{y}(F)+Y_{0} \subset y_{0}+Y_{0}+Y_{0}=y_{0}+Y_{0}$.

The next result is an easy consequence of [22, Theorem 2.8.6].
Lemma 3.2. Let $f \in \Lambda\left(X \times Y \times X^{*} \times Y^{*}\right)$ and let $g: X \times X^{*} \rightarrow \overline{\mathbb{R}}$ be given by

$$
g\left(x, x^{*}\right):=\inf \left\{f\left(x, 0, x^{*}, y^{*}\right) \mid y^{*} \in Y^{*}\right\}
$$

Then $g$ is convex; moreover, if $f$ is lsc and $0 \in{ }^{i c}\left(\operatorname{Pr}_{Y}(\operatorname{dom} f)\right)$ then

$$
\begin{equation*}
g^{*}\left(u^{*}, u\right)=\min \left(f^{*}\left(u^{*}, v^{*}, u, 0\right) \mid v^{*} \in Y^{*}\right\} \quad \forall u \in X, \forall u^{*} \in X^{*} \tag{3.3}
\end{equation*}
$$

Proof. It is obvious that $g$ is convex (as the performance function associated with a convex function).

Assume that $f$ is lsc and $0 \in{ }^{i c}\left(\operatorname{Pr}_{Y}(\operatorname{dom} f)\right)$. Consider

$$
\mathscr{C}: X \times X^{*} \rightrightarrows X \times Y \times X^{*} \times Y^{*}, \mathscr{C}\left(x, x^{*}\right):=\{x\} \times\{0\} \times\left\{x^{*}\right\} \times Y^{*}
$$

Then $\mathscr{C}$ is a closed convex process (in fact its graph is a closed linear subspace) and $g\left(x, x^{*}\right)=\inf \left\{f\left(u, v, u^{*}, v^{*}\right) \mid\left(u, v, u^{*}, v^{*}\right) \in \mathscr{C}\left(x, x^{*}\right)\right\}$. Moreover,

$$
\operatorname{dom} f-\operatorname{Im} \mathscr{C}=X \times \operatorname{Pr}_{r}(F) \times X^{*} \times Y^{*}
$$

which shows that $0 \in{ }^{i c}(\operatorname{dom} f-\operatorname{Im} \mathscr{C})$. Applying [22, Theorem 2.8.6(v)] we obtain that $g^{*}\left(u^{*}, u\right)=\min \left\{f^{*}\left(x^{*}, y^{*}, x, y\right) \mid\left(u^{*}, u\right) \in \mathscr{C}^{*}\left(x^{*}, y^{*}, x, y\right)\right\}$. But a simple calculation shows that $\mathscr{C}^{*}\left(x^{*}, y^{*}, x, y\right)=\left\{\left(x^{*}, x\right)\right\}$ if $y=0$ and $\mathscr{C}^{*}\left(x^{*}, y^{*}, x, y\right)=\emptyset$ else. The conclusion is now obvious.

ANOTHER PROOF. Observe that $-g^{*}\left(u^{*}, u\right)$ is equal to

$$
\inf \left\{f\left(x, y, x^{*}, y^{*}\right)-\left\langle u, x^{*}\right\rangle-\left\langle x, u^{*}\right\rangle \mid y=0, x \in X, x^{*} \in X^{*}, y^{*} \in Y^{*}\right\}
$$

so that, using the Lagrange multiplier rule which is satisfied under the assumption $0 \in{ }^{i c}\left(\operatorname{Pr}_{Y}(\operatorname{dom} f)\right)$ in order to get rid of the linear constraint $\operatorname{Pr}_{Y}\left(x, y, x^{*}, y^{*}\right)=0$, there exists some multiplier $\bar{v}^{*} \in Y^{*}$ such that

$$
\begin{aligned}
-g^{*}\left(u^{*}, u\right)= & \inf \left\{f\left(x, y, x^{*}, y^{*}\right)-\left\langle u, x^{*}\right\rangle-\left\langle x, u^{*}\right\rangle-\left\langle y, \bar{v}^{*}\right\rangle \mid\right. \\
& \left.x \in X, y \in Y, x^{*} \in X^{*}, y^{*} \in Y^{*}\right\} \\
= & \max _{v^{*} \in Y^{*}} \inf \left\{f\left(x, y, x^{*}, y^{*}\right)-\left\langle u, x^{*}\right\rangle-\left\langle x, u^{*}\right)-\left\langle y, v^{*}\right) \mid\right. \\
& \left.x \in X, y \in Y, x^{*} \in X^{*}, y^{*} \in Y^{*}\right\} \\
= & -\min \left\{f^{*}\left(u^{*}, v^{*}, u, 0\right) \mid v^{*} \in Y^{*}\right\}
\end{aligned}
$$

The next result corresponds to [17, Theorem 4.1] and [20, Lemma 5.1]; we use the notation ri $S$ for the topological interior of $S$ w.r.t. $A:=\operatorname{cl}$ (aff $S$ ) (so ri $S$ is empty if aff $S$ is not closed). Thus one always has ri $S \subset{ }^{i c} S$. In the proof, we use the facts that when $C$ is convex and ${ }^{i c} C$ is nonempty, we have aff $C=\operatorname{aff}{ }^{i c} C$ and moreover,

$$
\begin{equation*}
{ }^{i c} C \subset S \subset C \Longrightarrow{ }^{i c} C={ }^{i c} S \tag{3.4}
\end{equation*}
$$

Lemma 3.3. Let $F \subset X \times Y \times X^{*} \times Y^{*}$ be monotone. Then

$$
\begin{equation*}
G:=\left\{\left(x, x^{*}\right) \in X \times X^{*} \mid \exists y^{*} \in Y^{*}:\left(x, 0, x^{*}, y^{*}\right) \in F\right\} \tag{3.5}
\end{equation*}
$$

is monotone, too. Moreover, if $F$ is maximal monotone, then

$$
\begin{equation*}
{ }^{i c}\left(\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right)\right)={ }^{i c}\left(\operatorname{Pr}_{Y}(F)\right)=\operatorname{ri}\left(\operatorname{Pr}_{Y}(F)\right) \tag{3.6}
\end{equation*}
$$

Furthermore, if $0 \in{ }^{i c}\left(\operatorname{Pr}_{Y}(F)\right)$ then $G$ is maximal monotone.
Proof. For showing the monotonicity of $G$ consider $\left(x, x^{*}\right),\left(u, u^{*}\right) \in G$; then there exist $y^{*}, v^{*} \in Y^{*}$ such that $\left(x, 0, x^{*}, y^{*}\right),\left(u, 0, u^{*}, v^{*}\right) \in F$. We obtain that

$$
0 \leq\left\langle(x, 0)-(u, 0),\left(x^{*}, y^{*}\right)-\left(u^{*}, v^{*}\right)\right\rangle=\left\langle x-u, x^{*}-u^{*}\right\rangle
$$

Let $F$ be maximal monotone. Assume first that $0 \in{ }^{i}\left(\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right)\right)$ and consider the function

$$
\zeta: X \times X^{*} \rightarrow \overline{\mathbb{R}}, \quad \zeta\left(x, x^{*}\right):=\inf \left\{\varphi_{F}\left(x, 0, x^{*}, y^{*}\right) \mid y^{*} \in Y^{*}\right\}
$$

Then, by Lemma 3.2, we obtain that

$$
\begin{equation*}
\zeta^{*}\left(u^{*}, u\right)=\min \left\{\varphi_{F}^{*}\left(u^{*}, v^{*}, u, 0\right) \mid v^{*} \in Y^{*}\right\} \quad \forall u \in X, u^{*} \in X^{*} \tag{3.7}
\end{equation*}
$$

Since $\varphi_{F} \geq c, \varphi_{F}^{*} \geq c^{\top}$, one has $\varphi_{F}\left(x, 0, x^{*}, y^{*}\right) \geq\left\langle(x, 0),\left(x^{*}, y^{*}\right)\right\rangle=\left\langle x, x^{*}\right\rangle$, whence $\zeta\left(x, x^{*}\right) \geq\left\langle x, x^{*}\right\rangle$, and $\varphi_{F}^{*}\left(u^{*}, v^{*}, u, 0\right) \geq\left\langle(u, 0),\left(u^{*}, v^{*}\right)\right\rangle=\left\langle u, u^{*}\right\rangle$, whence $\zeta^{*}\left(u^{*}, u\right) \geq\left\langle u, u^{*}\right\rangle$. Hence $\zeta^{* \top} \in \mathscr{H}$. In order to have that $G \in \mathfrak{M}(X)$, by Proposition 2.3, it is sufficient to show that $G=M_{\zeta^{\circ}}$. If ( $x, x^{*}$ ) $\in G$ then $\left(x, 0, x^{*}, y^{*}\right) \in F$ for some $y^{*} \in Y^{*}$. Hence, by Proposition 2.3 with $f=\psi_{F}=\varphi_{F}^{*}$,

$$
\zeta^{* \top}\left(x, x^{*}\right) \leq \varphi_{F}^{*}\left(x^{*}, y^{*}, x, 0\right)=\left\langle(x, 0),\left(x^{*}, y^{*}\right)\right\rangle=\left\langle x, x^{*}\right\rangle,
$$

which implies that $\left(x, x^{*}\right) \in M_{\zeta^{*}}$. Conversely, if $\left(x, x^{*}\right) \in M_{\zeta^{*}}$ then $\zeta^{* \top}\left(x, x^{*}\right)=$ $\left\langle x, x^{*}\right\rangle$. From (3.7) we get some $y^{*} \in Y^{*}$ with $\varphi_{F}^{*}\left(x^{*}, y^{*}, x, 0\right)=\left\langle x, x^{*}\right\rangle=$ $\left\langle(x, 0),\left(x^{*}, y^{*}\right)\right)$. Again using Proposition 2.3 with $f=\psi_{F}=\varphi_{F}^{*}$, we obtain that $\left(x, 0, x^{*}, y^{*}\right) \in F$, and so $\left(x, x^{*}\right) \in G$. Hence $G$ is maximal monotone. In particular, $G$ is nonempty, and so $0 \in \operatorname{Pr}_{Y}(F)$.

Let $y \in{ }^{i c}\left(\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right)\right)$. Replacing $F$ by $F^{\prime}:=F-(0, y, 0,0)$, it is obvious that $G$ is replaced by $G^{\prime}=\left\{\left(x, x^{*}\right) \in X \times X^{*} \mid \exists y^{*} \in Y^{*}:\left(x, y, x^{*}, y^{*}\right) \in F\right\}$, and, by [20, Lemma 5.4 (b)], $0 \in{ }^{i}{ }^{i}\left(\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F^{\prime}}\right)\right)$. By what precedes, it follows that $G^{\prime}$ is maximal monotone. In particular $y \in \operatorname{Pr}_{Y}(F)$. Hence ${ }^{i c}\left(\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right)\right) \subset \operatorname{Pr}_{Y}(F) \subset$ $\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right)$. Thus, if ${ }^{i c}\left(\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right)\right)$ is nonempty, by (3.4) the first equality in (3.6) holds.

Assume now that ${ }^{i c}\left(\operatorname{Pr}_{Y}(F)\right)$ is nonempty and take $y \in{ }^{i c}\left(\operatorname{Pr}_{Y}(F)\right)$. Then $Y_{0}:=$ $\operatorname{aff}\left(\operatorname{Pr}_{Y}(F)\right)-y$ is a closed linear space. By Lemma 3.1 we obtain that $\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right) \subset$ $y+Y_{0}$. Since $\operatorname{Pr}_{\gamma}(F) \subset \operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right)$, we obtain that

$$
\operatorname{aff}\left(\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right)\right)=y+Y_{0}=\operatorname{aff}\left(\operatorname{Pr}_{Y}(F)\right)
$$

It follows that ${ }^{i}\left(\operatorname{Pr}_{Y}(F)\right) \subset{ }^{i c}\left(\operatorname{Pr}_{\gamma}\left(\operatorname{dom} \varphi_{F}\right)\right)$, and so ${ }^{i}{ }^{c}\left(\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right)\right) \neq \emptyset$. Thus, the argument of the preceding paragraph shows that the first equality in (3.6) holds.

Since $\varphi_{F}$ is lsc and the spaces are complete, by [22, Proposition 3.1.5] (with $A=0$ ), we have that ${ }^{i c}\left(\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right)\right)=\operatorname{ri}\left(\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right)\right)$ and so (3.6) holds.

The preceding proof yields $\zeta^{* \top}$ as a representative function of the new operator $G$. That output and the whole of the preceding lemma can be given with an arbitrary representative $f$ of $F$ instead of $\varphi_{F}$.

Proposition 3.4. Let $F \in \mathfrak{M}(X \times Y)$ and $f \in \Gamma\left(X \times Y \times X^{*} \times Y^{*}\right)$ be such that $\varphi_{F} \leq f \leq \psi_{F}$. Then

$$
\begin{equation*}
\operatorname{ri}\left(\operatorname{Pr}_{Y}(F)\right)={ }^{i c}\left(\operatorname{Pr}_{Y}(F)\right)={ }^{i c}\left(\operatorname{Pr}_{Y}(\operatorname{dom} f)\right) . \tag{3.8}
\end{equation*}
$$

Moreover, if $0 \in{ }^{i c}\left(\operatorname{Pr}_{y}(F)\right)$, or equivalently $0 \in{ }^{i c}\left(\operatorname{Pr}_{\gamma}(\operatorname{dom} f)\right)$, then $G$ defined by (3.5) is maximal monotone, the function $g: X \times X^{*} \rightarrow \overline{\mathbb{R}}$, given by

$$
\begin{equation*}
g\left(x, x^{*}\right):=\inf \left\{f\left(x, 0, x^{*}, y^{*}\right) \mid y^{*} \in Y^{*}\right\} \tag{3.9}
\end{equation*}
$$

is a representative of $G$ (that is, $g \in \mathscr{H}$ and $G=M_{g}$ ) and the infimum in (3.9) is attained.

Proof. We first prove that (3.8) holds. Because $c_{F} \geq \psi_{F} \geq f \geq \varphi_{F}$, we have that $F \subset \operatorname{dom} \psi_{F} \subset \operatorname{dom} f \subset \operatorname{dom} \varphi_{F}$, and so

$$
\begin{equation*}
\operatorname{Pr}_{\gamma}(F) \subset \operatorname{Pr}_{\gamma}\left(\operatorname{dom} \psi_{F}\right) \subset \operatorname{Pr}_{Y}(\operatorname{dom} f) \subset \operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right) \tag{3.10}
\end{equation*}
$$

When ${ }^{i c}\left(\operatorname{Pr}_{Y}(F)\right)$ is nonempty (3.8) is immediate from (3.10) and (3.6).
Assume now that $y \in{ }^{i c}\left(\operatorname{Pr}_{y}(\operatorname{dom} f)\right)$. Then $A_{0}:=\operatorname{aff} C$, with $C:=\operatorname{Pr}_{y}(\operatorname{dom} f)$, is a closed affine manifold and the relative algebraic interior ${ }^{i} C$ of $C$ in $A_{0}$ coincides with ${ }^{i c} C$. Again applying Lemma 3.1 (with $Y_{0}:=A_{0}-y$ ) we obtain

$$
\operatorname{Pr}_{r}\left(\operatorname{dom} \varphi_{F}\right) \subset A_{0}=y+Y_{0} .
$$

From (3.10) we obtain first that $\operatorname{aff}\left(\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right)\right)=A_{0}$, then that

$$
{ }^{i}\left(\operatorname{Pr}_{Y}(\operatorname{dom} f)\right) \subset i\left(\operatorname{Pr}_{Y}\left(\operatorname{dom} \varphi_{F}\right)\right) .
$$

Again using (3.6) we have that ${ }^{i c}\left(\operatorname{Pr}_{Y}(F)\right)$ is nonempty, and so (3.8) holds.
Now assume that $0 \in{ }^{i c}\left(\operatorname{Pr}_{Y}(F)\right)$, or equivalently $0 \in{ }^{i}\left({ }^{( } \operatorname{Pr}_{Y}(\operatorname{dom} f)\right)$. Then Lemma 3.2 ensures that

$$
g^{*}\left(x^{*}, x\right)=\min \left\{f^{*}\left(x^{*}, y^{*}, x, 0\right) \mid y^{*} \in Y^{*}\right\} \quad \forall x \in X, \forall x^{*} \in X^{*} .
$$

But, by Proposition 2.4, $f^{* T}$ is also a representative of $F$, and so, applying the preceding argument with $f$ replaced by $f^{* \top}$, we find that $g^{* *}\left(x, x^{*}\right)=\min \left(f^{* *}\left(x, 0, x^{*}, y^{*}\right) \mid\right.$ $\left.y^{*} \in Y^{*}\right\}=g\left(x, x^{*}\right)$ as $f=f^{* *}$ and the infimum in (3.9) is attained. Thus $g \in \Gamma\left(X \times X^{*}\right)$ and, as in the proof of the preceding lemma, we check that $g \geq c$ and $g^{*} \geq c^{\top}$, that is, $g \in \mathscr{H}$ and that $M_{g}=G$.

Now, let us focus our attention on a construction which involves an element $A$ of the space $L(X, Y)$ of continuous linear operators from $X$ into $Y$ and a monotone multifunction $F: X \times Y \rightrightarrows X^{*} \times Y^{*}$. It is inspired by a classical scheme in convex duality. As in [17, Section 5], define $F_{A}: X \times Y \rightrightarrows X^{*} \times Y^{*}$ by

$$
\operatorname{gph} F_{A}:=\left\{\left(x, y, x^{*}, y^{*}\right) \in X \times Y \times X^{*} \times Y^{*} \mid\left(x^{*}-A^{\top} y^{*}, y^{*}\right) \in F(x, A x+y)\right\} .
$$

Thus, setting $B(x, y):=(x, y+A x)$, we have $F_{A}(x, y)=B^{\top} F B(x, y)$ and $F_{A}$ is monotone. Moreover, since $B$ is an isomorphism with inverse given by $B^{-1}(u, v)=$ ( $u, v-A u$ ), $F_{A}$ is maximal monotone whenever $F$ is maximal monotone. Indeed, if $M: X \times Y \rightrightarrows X^{*} \times Y^{*}$ is a monotone operator whose graph contains the graph of $F_{A}$, then $\left(B^{-1}\right)^{\top} M B^{-1}$ is a monotone operator whose graph contains the graph of $F$. Now, since for an isomorphism $L: U \rightarrow V$ between two Banach spaces one has

$$
\forall\left(u, u^{*}\right) \in U \times U^{*}: c\left(L u,\left(L^{-1}\right)^{\top} u^{*}\right)=c\left(u, u^{*}\right)
$$

and since for $g: V \rightarrow \overline{\mathbb{R}}$

$$
(g \circ L)^{*}=g^{*} \circ\left(L^{-1}\right)^{\top}
$$

as easily checked, taking $U:=V:=X \times Y \times X^{*} \times Y^{*}$ and $L:=B \times\left(B^{-1}\right)^{\top}$, we get that for any representative function $f$ of $F$ the function $f \circ L$ is a representative function of $F_{A}$. Applying Proposition 3.4 to $F_{A}$ we get the next result.

Corollary 3.5. Let $F \in \mathfrak{M}(X \times Y), A \in L(X, Y)$ and let $f$ be a representative of $F$. Then

$$
\begin{aligned}
\operatorname{ri}(\{A x-y \mid(x, y) \in \operatorname{dom} F\}) & ={ }^{i c}\{A x-y \mid(x, y) \in \operatorname{dom} F\} \\
& ={ }^{i c}\left\{A x-y \mid(x, y) \in \operatorname{Pr}_{X \times Y}(\operatorname{dom} f)\right\} .
\end{aligned}
$$

Assume that $0 \in{ }^{i c}\{A x-y \mid(x, y) \in \operatorname{dom} F\}$. Then the multifunction $G_{A}$ whose graph is $\left\{\left(x, x^{*}\right) \in X \times X^{*} \mid \exists y^{*} \in Y^{*}:\left(x^{*}-A^{\top} y^{*}, y^{*}\right) \in F(x, A x)\right\}$ is maximal monotone. Moreover, the function $g: X \times X^{*} \rightarrow \overline{\mathbb{R}}$ given by

$$
g\left(x, x^{*}\right)=\inf \left\{f\left(x, A x, x^{*}-A^{\top} y^{*}, y^{*}\right) \mid y^{*} \in Y^{*}\right\}
$$

is a representative of $G_{A}$ and the infimum in its definition is attained for every $\left(x, x^{*}\right) \in$ $X \times X^{*}$.

An important special case is when $M \in \mathfrak{M}(X), N \in \mathfrak{M}(Y)$ and $F:=M \times N$, that is, $F(x, y):=M(x) \times N(y)$. It is easy to prove that $F$ is (maximal) monotone if $M$ and $N$ are so. Moreover, it is quite obvious that $\varphi_{F}\left(x, y, x^{*}, y^{*}\right)=\varphi_{M}\left(x, x^{*}\right)+\varphi_{N}\left(y, y^{*}\right)$.

Corollary 3.6. Let $M \in \mathfrak{M}(X), N \in \mathfrak{M}(Y), A \in L(X, Y)$, and let $f$ and $g$ be representatives for $M$ and $N$, respectively. Then

$$
\begin{aligned}
\operatorname{ri}(A(\operatorname{dom} M)-\operatorname{dom} N) & ={ }^{i c}(A(\operatorname{dom} M)-\operatorname{dom} N) \\
& ={ }^{i c}\left(A\left(\operatorname{Pr}_{X}(\operatorname{dom} f)\right)-\operatorname{Pr}_{Y}(\operatorname{dom} g)\right) .
\end{aligned}
$$

Assume that $0 \in{ }^{i c}(A(\operatorname{dom} M)-\operatorname{dom} N)$. Then the multifunction $M+A^{\top} N A$ is maximal monotone. Moreover, if

$$
h: X \times X^{*} \rightarrow \overline{\mathbb{R}}, \quad h\left(x, x^{*}\right):=\inf \left\{f\left(x, x^{*}-A^{\top} y^{*}\right)+g\left(A x, y^{*}\right) \mid y^{*} \in Y^{*}\right\}
$$

then $h$ is a representative for $M+A^{\top} N A$ and the infimum in its expression is attained.
Proof. For $F:=M \times N$ we have that $\operatorname{dom} F=\operatorname{dom} M \times \operatorname{dom} N$, and so the interiority assumption in the preceding corollary is satisfied. Hence $G_{A}$ is maximal monotone. But

$$
\begin{aligned}
G_{A} & =\left\{\left(x, x^{*}\right) \mid \exists y^{*} \in Y^{*}: x^{*}-A^{\top} y^{*} \in M(x), y^{*} \in N(A x)\right\} \\
& =\operatorname{gph}\left(M+A^{\top} N A\right) .
\end{aligned}
$$

The first conclusion follows from the preceding corollary.
Assume that $f$ and $g$ are representatives for $M$ and $N$, respectively. It is an easy task to verify that the function $l$ defined by $l\left(x, y, x^{*}, y^{*}\right):=f\left(x, x^{*}\right)+g\left(y, y^{*}\right)$ is a representative of $F$. Applying again the preceding corollary we find that $h$ is a representative of $M+A^{\top} N A$ and the infimum in its definition is attained.

Taking $X=Y$ and $A$ to be the identity of $X$, we get the next result for the sum of multifunctions.

Corollary 3.7. Let $M, N \in \mathfrak{M}(X)$ and let $f, g$ be representatives for $M$ and $N$, respectively. Then

$$
\begin{aligned}
\mathrm{ri}(\operatorname{dom} M-\operatorname{dom} N) & ={ }^{i c}(\operatorname{dom} M-\operatorname{dom} N) \\
& ={ }^{i c}\left(\operatorname{Pr}_{X}(\operatorname{dom} f)-\operatorname{Pr}_{X}(\operatorname{dom} g)\right) .
\end{aligned}
$$

Assume that $0 \in{ }^{i c}(\operatorname{dom} M-\operatorname{dom} N)$. Then $M+N \in \mathfrak{M}(X)$. Moreover, ifh $:=f \square_{2} g$, that is, $h\left(x, x^{*}\right):=\inf \left\{f\left(x, u^{*}\right)+g\left(x, v^{*}\right) \mid u^{*}, v^{*} \in X^{*}, u^{*}+v^{*}=x^{*}\right\}$, then $h$ is a representative for $M+N, h^{*}=f^{*} \square_{1} g^{*}$ and the infima in the expressions of $h$ and $h^{*}$ are attained.

The fact that $M+N \in \mathfrak{M}(X)$ under the condition $0 \in{ }^{i c}(\operatorname{dom} M-\operatorname{dom} N)$ has been known for a long period (see [18]). Corollary 3.7 shows that $\varphi_{M} \square_{2} \varphi_{N}$ is a representative for $M+N$ when $M, N \in \mathfrak{M}(X)$ and $0 \in{ }^{i c}(\operatorname{dom} M-\operatorname{dom} N)$, and so $\varphi_{M+N} \leq \varphi_{M} \square_{2} \varphi_{N}$; applying the result for $\psi_{M}$ and $\psi_{N}$, we obtain that $\psi_{M} \square_{2} \psi_{N}$ is also a representative of $M+N$. Hence

$$
\varphi_{M+N} \leq \varphi_{M} \square_{2} \varphi_{N} \leq \psi_{M} \square_{2} \psi_{N}=\left(\varphi_{M} \square_{2} \varphi_{N}\right)^{* \top} \leq \psi_{M+N} .
$$

The fact that $A^{\top} N A$ is maximal monotone under the condition

$$
0 \in^{i c}(\operatorname{dom} N-\operatorname{Im} A)
$$

is obtained by Pennanen [13] using a result for the sum; a proof using the Fitzpatrick function is given in [23] under the same condition, and by Penot [16, Theorem 14] under the condition $Y=\mathbb{R}_{+}(\operatorname{conv}(\operatorname{dom} N)-\operatorname{Im} A)$, which is equivalent to

$$
0 \in \operatorname{core}(\operatorname{dom} N-\operatorname{Im} A),
$$

the core or algebraic interior of $\operatorname{dom} N-\operatorname{Im} A$.
In [6], Fitzpatrick formulated Problem 5.4 in the following way: If $M$ and $N$ are monotone operators, characterise $\varphi_{M+N}$. It is not clear what kind of characterisation is meant, but a natural related question is: what is the relation between $\varphi_{M+N}$ and $\varphi_{M}$, $\varphi_{N}$ ? By an example we show that in general $\varphi_{M+N}$ does not coincide with the natural candidate $\overline{\varphi_{M} \square_{2} \varphi_{N}}$ (see (3.2) and the relations above).

Example 1. Let $X$ be a Hilbert space (identified with its topological dual), $M=\partial\left(\|\cdot\|^{2} / 2\right), N=\partial\|\cdot\|$ and $S=M+N$. Then $S=\partial\left(\|\cdot\|^{2} / 2+\|\cdot\|\right)$, so that $M, N$ and $S$ are maximal monotone. We have that $\varphi_{M}\left(x, x^{*}\right)=\left\|x+x^{*}\right\|^{2} / 4$ and $\varphi_{N}\left(x, x^{*}\right)=\|x\|+\iota_{B_{X}}\left(x^{*}\right)$ (see [16, Examples 2 and 4]), where $\iota_{B_{X}}$ is the indicator function of the closed unit ball $B_{X}$ of $X$, and so

$$
\begin{aligned}
\left(\varphi_{M} \square_{2} \varphi_{N}\right)\left(x, x^{*}\right) & =\inf \left\{\left\|x+x^{*}-u^{*}\right\|^{2} / 4+\|x\|+\iota_{B_{x}}\left(u^{*}\right) \mid u^{*} \in X\right\} \\
& = \begin{cases}\|x\| & \text { if }\left\|x+x^{*}\right\| \leq 1, \\
\|x\|+\left(\left\|x+x^{*}\right\|-1\right)^{2} / 4 & \text { if }\left\|x+x^{*}\right\|>1 .\end{cases}
\end{aligned}
$$

It is clear that $\varphi_{M} \square_{2} \varphi_{N}$ is continuous. Since $S(0)=B_{X}$ and $S(x)=\{(1+1 /\|x\|) x\}$ for $x \neq 0$, we obtain that

$$
\begin{aligned}
\varphi_{S}(x, & \left.x^{*}\right) \\
& =\max \left\{\sup _{u^{*} \in B_{x}}\left\langle x, u^{*}\right\rangle, \sup _{u \neq 0}\left(\frac{\|u\|+1}{\|u\|}\langle x, u\rangle+\left\langle u, x^{*}\right\rangle-\frac{\|u\|+1}{\|u\|}\langle u, u\rangle\right)\right\} \\
& =\max \left\{\|x\|, \sup _{1>0 .\|u\|=1}\left((t+1)\langle x, u\rangle+t\left\langle u, x^{*}\right\rangle-t(t+1)\right)\right\} \\
& =\max \left\{\|x\|, \sup _{t>0}\left(\left\|(t+1) x+t x^{*}\right\|-t(t+1)\right)\right\} \\
& =\sup _{t \geq 0}\left(\left\|(t+1) x+t x^{*}\right\|-t(t+1)\right) .
\end{aligned}
$$

But $\left\|(t+1) x+t x^{*}\right\| \leq\|x\|+t\left\|x+x^{*}\right\|$ and so

$$
\begin{aligned}
\mu(t) & :=\left\|(t+1) x+t x^{*}\right\|-t(t+1) \leq\|x\|+t\left\|x+x^{*}\right\|-t(t+1) \\
& =: \eta(t) \quad \forall t \geq 0 .
\end{aligned}
$$

If $\left\|x+x^{*}\right\| \leq 1$, then $\eta(t) \leq\|x\|=\eta(0)=\mu(0)$, and so $\varphi_{s}\left(x, x^{*}\right)=\|x\|=$ $\left(\varphi_{M} \square_{2} \varphi_{N}\right)\left(x, x^{*}\right)$. Assume that $\left\|x+x^{*}\right\|>1$. Then there exists some $t_{0} \geq 0$ such that $\varphi_{s}\left(x, x^{*}\right)=\mu\left(t_{0}\right) \leq \eta\left(t_{0}\right) \leq \eta\left(t_{1}\right)$, where $t_{1}:=\left(\left\|x+x^{*}\right\|-1\right) / 2$. But $\eta\left(t_{1}\right)=\left(\varphi_{M} \square_{2} \varphi_{N}\right)\left(x, x^{*}\right)$. Hence, in order to have that $\varphi_{s}\left(x, x^{*}\right)=\varphi_{M} \square_{2} \varphi_{N}\left(x, x^{*}\right)$, we need that $t_{0}=t_{1}>0$ and $\left\|\left(t_{0}+1\right) x+t_{0} x^{*}\right\|=\|x\|+t_{0}\left\|x+x^{*}\right\|$. Because $X$ is a Hilbert space, the last equality is equivalent to the existence of some $\alpha \geq 0$ such that $x=\alpha\left(x+x^{*}\right)$, and so $x$ and $x^{*}$ are collinear. So, if $x$ and $x^{*}$ are not collinear then $\varphi_{S}\left(x, x^{*}\right)<\left(\varphi_{M} \square_{2} \varphi_{N}\right)\left(x, x^{*}\right)$.

## 4. Looking for autoconjugate representatives

Fitzpatrick [6] formulated his Problem 5.5 as follows (with our notation): Given a monotone operator $T$ on $X$, find a convex function $f$ on $X \times X^{*}$ such that $\operatorname{gph} T \subset$ $\operatorname{gph} T_{f}$ and $f^{\top}=f^{*}$. For which such $f$ is $T_{f}$ maximal monotone?

First, observe that if $f^{\top}=f^{*}$ then $f \in \mathscr{H}$. Indeed, $f$ is lsc, because $f^{* \top}$ is so. Then $g_{f}=f=f^{* \top} \geq c$, and so $f \in \mathscr{H}$. It follows that $T_{f}=M_{g f}=M_{f}$. By Proposition 2.3 we have that $M_{f} \in \mathfrak{M}(X)$. Hence $T_{f} \in \mathfrak{M}(X)$ for every $f \in$ $\Lambda\left(X \times X^{*}\right)$ with $f^{\top}=f^{*}$. That result answers the last part of the problem. For the first part of the problem, the answer is practically given by [16, Theorem 10], [14] and [21]. Indeed, given a monotone operator $T: X \rightrightarrows X^{*}$, there exists $M \in \mathfrak{M}(X)$ such that $\operatorname{gph} T \subset \operatorname{gph} M$. By [16, Theorem 10] or [21, Theorem 2.4] there exists
$f \in \Gamma\left(X \times X^{*}\right)$ such that $\varphi_{M} \leq f \leq \psi_{M}$ and $f^{\top}=f^{*}$. By Propositions 2.4 and 2.6 $\operatorname{gph} T \subset \operatorname{gph} M=\operatorname{gph} M_{f}=\operatorname{gph} T_{f}$ so that any such $f$ does the job.

The existence of such a function $f$ in [16, Theorem 10] and [21, Theorem 2.4] is obtained using Zorn's lemma. Under the additional assumption on $M \in \mathfrak{M}(X)$ that aff( $(\operatorname{dom} M$ ) is closed, it is possible to provide a formula for this $f$, as shown in Proposition 4.2.

Before stating the next result observe that having $f \in \mathscr{F}$ (respectively $\mathscr{G}$ ) and $\alpha>0$, then the function $g:=f_{\alpha}$ defined by $g\left(x, x^{*}\right):=\alpha f\left(x, \alpha^{-1} x^{*}\right)$ is in $\mathscr{F}$ (respectively $\mathscr{G}$ ) and $M_{g}(x)=\alpha M_{f}(x)$ for every $x \in X$; moreover, $\operatorname{Pr}_{X}($ dom $g$ ) $=$ $\operatorname{Pr}_{X}(\operatorname{dom} f)$ and $g^{*}\left(x^{*}, x\right)=\alpha f^{*}\left(\alpha^{-1} x^{*}, x\right)$ for $x \in X$ and $x^{*} \in X^{*}$. This last relation shows that $g \in \mathscr{H}$ if $f \in \mathscr{H}$. Moreover, given a nonempty monotone multifunction $M \subset X \times X^{*}$ and $\alpha>0$, the preceding calculation of the conjugate of $f_{\alpha}$ shows that $\varphi_{\alpha M}\left(x, x^{*}\right)=\alpha \varphi_{M}\left(x, \alpha^{-1} x^{*}\right), \psi_{\alpha M}\left(x, x^{*}\right)=\alpha \psi_{M}\left(x, \alpha^{-1} x^{*}\right)$ for every $\left(x, x^{*}\right) \in X \times X^{*}$. Given two monotone multifunctions $M, N \subset X \times X^{*}$ with $\operatorname{dom} M \cap \operatorname{dom} N \neq \emptyset$, since $c_{M+N}=c_{M} \square_{2} c_{N}$, as observed before, we have $\varphi_{M+N} \leq \varphi_{M} \square_{2} \varphi_{N}$. Moreover, if $f, g \in \mathscr{F}$ (respectively $f, g \in \mathscr{G}$ ) are such that $\operatorname{Pr}_{X}(\operatorname{dom} f) \cap \operatorname{Pr}_{X}(\operatorname{dom} g) \neq \emptyset$, we easily see that $k:=f \square_{2} g \in \mathscr{F}$ (respectively $h:=\bar{k} \in \mathscr{G})$ and $\operatorname{gph}\left(M_{f}+M_{g}\right) \subset \operatorname{gph} M_{k} \subset \operatorname{gph} M_{h}:$ if $\left(x, x^{*}\right) \in \operatorname{gph}\left(M_{f}+M_{g}\right)$ and if $u^{*}, v^{*} \in X^{*}$ are such that $\left(x, u^{*}\right) \in M_{f},\left(x, v^{*}\right) \in M_{g}$ and $x^{*}:=u^{*}+v^{*}$, then $f\left(x, u^{*}\right)=\left\langle x, u^{*}\right\rangle, g\left(x, v^{*}\right)=\left\langle x, v^{*}\right\rangle$ and so

$$
\begin{aligned}
\left\langle x, x^{*}\right\rangle & \leq h\left(x, x^{*}\right) \leq k\left(x, x^{*}\right) \leq f\left(x, u^{*}\right)+g\left(x, v^{*}\right) \\
& =\left\langle x, u^{*}\right\rangle+\left\langle x, v^{*}\right\rangle=\left\langle x, x^{*}\right\rangle,
\end{aligned}
$$

hence $\left(x, x^{*}\right) \in M_{k} \subset M_{h}$. In particular, if $M_{f}+M_{g}$ is maximal monotone then $M_{h}$ is maximal monotone, too (and so $h \in \mathscr{H}$ by Proposition 2.1). Taking $N=M$ will yield the following result.

Proposition 4.1. Let $M \in \mathfrak{M}(X)$ and let $f, g$ be representatives of $M$. Then, for every $\alpha \in(0,1), h:=\overline{f_{\alpha} \square_{2} g_{1-\alpha}}$ is a representative of $M$, too.

Proof. By what precedes, $M_{f_{a}}=\alpha M$ and $M_{g_{1-\alpha}}=(1-\alpha) M$. Since $M(x)$ is convex for every $x \in X$, we have that $M(x)=\alpha M(x)+(1-\alpha) M(x)=M_{f_{0}}(x)+$ $M_{81-a}(x) \subset M_{h}(x)$. Since $M$ is maximal monotone we obtain that $M=M_{h}$, and so $h \in \mathscr{H}$, whence $h$ is a representative of $M$.

A special choice of $f, g, \alpha$ leads to the following construction giving a general answer to the problem raised above.

Proposition 4.2. Let $M \in \mathfrak{M}(X)$ be such that $\operatorname{aff}(\operatorname{dom} M)$ is closed and let $f$ be a representative of $M$. Then for $f_{1}$ and $f_{2}$ given by $f_{1}\left(x, x^{*}\right):=\frac{1}{2} f\left(x, 2 x^{*}\right)$ and
$f_{2}\left(x, x^{*}\right):=\frac{1}{2} f^{* \top}\left(x, 2 x^{*}\right)=\frac{1}{2} f^{*}\left(2 x^{*}, x\right)$, the function $h:=f_{1} \square_{2} f_{2}$ is a representative of $M$ and $h^{*}=h^{\top}$.

Proof. Let $X_{0}:=\operatorname{aff}(\operatorname{dom} M)-\bar{x}$ for some $\bar{x} \in \operatorname{dom} M$. Then $X_{0}$ is a closed linear space. By [20, Lemma 5.3 (b)] (or Lemma 3.1 with $Y=\{0\}$ ) we have that

$$
\operatorname{Pr}_{X}\left(\operatorname{dom} \varphi_{M}\right) \subset \bar{x}+X_{0}
$$

and so

$$
\operatorname{aff}\left(\operatorname{Pr}_{X}\left(\operatorname{dom} \varphi_{M}\right)\right)=\operatorname{aff}(\operatorname{dom} M)=\bar{x}+X_{0} .
$$

It follows that $0 \in{ }^{i c}\left(\operatorname{Pr}_{X}\left(\operatorname{dom} \varphi_{M}\right)-\operatorname{Pr}_{X}\left(\operatorname{dom} \varphi_{M}\right)\right)$, whence, by Corollary 3.7,

$$
0 \in{ }^{i c}(\operatorname{dom} M-\operatorname{dom} M)
$$

We have that $f \in \mathscr{H}$ and $M=M_{f}$. Then $M=M_{f \cdot \tau}$, too. It follows that $M_{f_{1}}(x)=M_{f_{2}}(x)=\frac{1}{2} M(x)$ for every $x \in X$. Moreover, by Corollary 3.7, $0 \in$ ${ }^{i c}\left(\operatorname{Pr}_{X}\left(\operatorname{dom} f_{1}\right)-\operatorname{Pr}_{X}\left(\operatorname{dom} f_{2}\right)\right), h \in \mathscr{H}$ and $M_{h}(x)=M_{f_{1}}(x)+M_{f_{2}}(x)=M(x)$ for every $x \in X$, and so $M=M_{h}$. Again using Corollary 3.7 we obtain that

$$
h\left(x, x^{*}\right)=\min \left\{\left.\frac{1}{2} f\left(x, 2 x_{1}^{*}\right)+\frac{1}{2} f^{*}\left(2 x_{2}^{*}, x\right) \right\rvert\, x^{*}=x_{1}^{*}+x_{2}^{*}\right\}=h^{*}\left(x^{*}, x\right)
$$

for all $\left(x, x^{*}\right) \in X \times X^{*}$. The proof is complete.
The preceding result suggests that we introduce a new representation of maximal monotone operators. We call it the balanced representation. For $M \in \mathfrak{M}(X)$ it is given by

$$
\beta_{M}:=\varphi_{M / 2} \widetilde{\square}_{2} \psi_{M / 2}:=\overline{\varphi_{M / 2} \square_{2} \psi_{M / 2}}
$$

where $M / 2$ denotes the operator given by $(M / 2)(x)=\frac{1}{2} M(x)$ for $x \in X$. Proposition 4.1 shows that $\beta_{M}$ is a representative of $M$. If $M \in \mathfrak{M}(X)$ is such that aff(dom $M$ ) is closed, then by Proposition 4.2

$$
\varphi_{M} \leq \beta_{M} \leq \psi_{M}, \quad \beta_{M}^{* T}=\beta_{M} .
$$

What precedes show that under qualification conditions such a representative has good behaviour with respect to the usual operations.

In this paper we answered some of the questions raised by Fitzpatrick [6], at least partially. We close the paper with some questions which complete those raised by Fitzpatrick:
(1) What are the images under the mappings $\varphi$ and $\psi$ of the set $\mathscr{M}(X)$ of monotone operators?
(2) What are the images under the mappings $T$ and $M$ of the set $\mathscr{G}$ ?
(3) What about the compositions $T \circ \varphi, M \circ \varphi, \varphi \circ T, \varphi \circ M$ ? Idem with $\varphi$ changed into $\psi$ ?
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