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LIE IDEALS AND CENTRAL IDENTITIES WITH DERIVATION 

CHARLES LANSKI 

ABSTRACT. In this paper we consider various degree two central polynomials with 
derivation, holding for Lie ideals in prime rings. The results give substantial gener
alizations of the existing ones on central and semi-centralizing derivations, and show 
essentially that there are no central identities of the form p(x,y) = cixyD + C2X°y + 
c^yx0 + C4y°x, where D is a nonzero derivation of the prime ring R. 

This paper deals with certain identities involving a derivation, which hold in a prime 
ring R. The results are related to those in the literature on centralizing derivations and 
also show that there are no degree two central polynomials with derivation. Our main 
result is that if [xx°,x°x\ = 0 for all x in a Lie ideal of R, then R satisfies 54, the stan
dard identity of degree four. While this result seems somewhat special, it is appealing in 
form, enables us to generalize considerably a number of existing results on centralizing 
derivations ([4], [6], [9], [11], [13] and [14]), demonstrates the utility of recent work of 
C. L. Chuang [2] on differential identities in prime rings, and both naturally arises and 
is important in studying certain degree two identities with derivation. It is the study of 
such identities which motivates the work here. We have shown [8] that a prime ring not 
satisfying a polynomial identity cannot satisfy a degree two multilinear polynomial dif
ferential identity/?^, yh), but questions remain about the existence of such identities for 
rings satisfying a polynomial identity, and about related identities in general. For exam
ple, can R satisfy an identity of the form p(x,y) = c\xy° +C2XDy + ci>yxD +C4yDx, or more 
generally, can/?(jt,y) be central? These are not polynomial differential identities as stud
ied in [8] since the same variable occurs both with and without the derivation applied, 
but their consideration is important in trying to classify differential identities of minimal 
degree. 

In investigating such an identity, it is clear that specializing x = y gives an iden
tity axx° + bx°x, which implies the commutativity of xx° with x°x, at least if not both 
coefficients are zero. This commutativity condition is clearly related to the notation of 
centralizing derivation and its generalizations. The first result of this type was Posner's 
theorem [14] which proved that R must be commutative if a nonzero derivation D is 
centralizing; that is, if xx° — x°x G Z, the center of R, for all x G R. This result was 
extended to the cases when D is centralizing on an ideal of R ([4] and [13]) or on a Lie 
ideal of R ([9] and [11]). Assuming instead thaixx9 +x°x G Z for all x in an ideal, will 
still force R to be commutative, as will the assumption that D is semi-centralizing on an 
ideal, which means that for all x in an ideal /, xx° +f(x)x°x G Z, for/: / —•* {1 , -1} 
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([4] and [6]). All of these results imply that xx° commutes with x°x. Thus the identity 
[xx°, x°x] = 0 will be the initial focus of our study. The work of Chuang [2] is important 
here because it applies in the case of nonmultilinear identities, and so, enables us to avoid 
both more complicated calculation and the consideration of characteristic which would 
be necessary if one had to linearize the identity. 

Throughout the paper, R will denote a prime ring with center Z, extended centroid 
C, and Martindale quotient ring Q [13]. A Lie ideal L of R is an additive subgroup of 
R so that [x, r] = xr — rx G L for all x G L and r G i ? . A bracket of Lie ideals, such 
as [Li,L2] means the additive subgroup generated by all [x,y] for x G L\ and j G L2. 
We shall require two well known facts about Lie ideals. First, either L C Z or L is 
noncommutative, meaning that [L, L] ^ 0, unless char R — 2 and R satisfies the standard 
polynomial 54, and second, if L is noncommutative then [M,M] C L for M the ideal of 
R generated by [L,L] [10; Theorem 4, p. 118 and Theorem 13, p. 123]. 

Let D be a nonzero derivation of R. It is easy to check that D extends uniquely to a 
derivation of g, so restricts to a derivation of the central closure RC + C of R (see [2] or 
[7]). We say that D is inner if its extention to Q is the inner derivation ad(A)(x) = xA —Ax. 
As discussed above, we are interested in showing that R is commutative if [xx°, x°x] — 0 
for all x G L, a noncommutative Lie ideal of/?. Now this conclusion cannot always hold, 
since if R = Mi(JF) for F a field, and if L = [/?,/?], then it is easy to see that x2 G Z for 
all x G L. Apply D to x2 G Z to obtain xx° + x°x G Z, which forces [xx°,x°x\ = 0. 
Thus, instead of showing that R is commutative, we must try to prove that R satisfies S4, 
or equivalently, that R embeds in M2CF) for F a field [5; Theorem 2, p. 57]. 

Our approach uses the work of C. L. Chuang [2] to show that D is an inner derivation 
and that R satisfies a generalized polynomial identity, and then to argue that R must satisfy 
54. We can now state our first result. 

THEOREM 1. Let R be a prime ring, L a noncommutative Lie ideal of R, and D a 
nonzero derivation ofR. If for all x G L, [xxD,xDx] = 0, then R satisfies S4. 

PROOF. Let M be the nonzero ideal of R generated by [L, L\. Since [M, M] C L [9; 
Lemma 2, p. 280], replacing x with [x,y], for x,y G M shows that 

(l) [ [ i j K l / j l + l x / l M l / j l + l x / D d j ] ] = 0 

holds for all x, y G M. This is a differential identity satisfied on M, so by the main result 
of Chuang [2; Main Theorem, p. 255 and Remark 1, p. 278], if D is an outer derivation on 
g, then in (1 ) we may replace x° and yP with new variables to obtain a new identity for R. 
Denote this new identity by g(x,y,z,t) = [[jc,_y][z,_y]+[jc,j][jc, r], [z, v][x,y]+[x, ^[x,^]] = 
0, and set t = 0 to yield the identity f(x,y,z) = [[x,y][z,y], [z,y][x,y]] = 0. Thus R 
satisfies a polynomial identity of degree 8, and it follows that/(;c,^, z) is an identity for 
RC = RZl [5; Theorem 2, p. 57]. If C is finite, then RC = Mn(C), and n < 4 [3; 
p. 41]. If C is infinite then RC (8) F = Mn(F) satisfies f(x, y, z) for F a splitting field of 
RC [5; Lemma 1, p. 89], and again n < 4. Since we want n = 2, assume that R = Mn(F) 
for n > 3 and let {ey} be the usual matrix units. A simple computation shows that 
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f(e2\ — e\2,e\\,e?>\ — e^) ^ 0, so we must conclude that n = 2, and R satisfies S4, or 
else D is an inner derivation. 

Assuming now that D — ad(A) ^ 0, we have that/?(jc) = ÏJC[JC,A], [JC,A]JC] is an 
identity on L. As above, replacing x with [x,y] for x,y G M shows that/?([jc,v]) is a 
generalized polynomial identity (GPI) on M and is not trivial since A $ C. Consequently, 
f([x,y]) is a GPI for R [2; Proposition 4, p. 267]. It follows that R satisfies a GPI with 
coefficients in R [1; Theorem 3, p. 725], so by Martindale's theorem [12; Theorem 3, 
p. 579] RC is a primitive ring with H = Soc(RC) ^ 0 and eRCe is finite dimensional 
over C for any primitive idempotent e in RC. We want to show next that p(x) holds on 
[//, / / ] , which would be easy to see if p(x) were multilinear. 

If C is finite, then the definition of Q shows that there is a nonzero ideal I of R with 
/ C M a n d / C C M, from which it follows that [/C,/C] C [M,M] C L. Hencep(x) = 0 
holds for x G [/C, /C], and so for* G [//, //] since H is the minimal ideal of RC. Note that 
eHe — eF for any primitive idempotent e G //, where F is a finite extension of C. Fairly 
standard arguments give the same conclusion when C is infinite. The only problem is 
that we cannot evaluate p(x) at arbitrary C-linear combinations of elements of L. Briefly, 
consider the formal expressionp(z\X\ + • • - + £4*4), where the Zj are indeterminates com
muting with the { Zj,Xj}, and expand in { m} of monomials of degree four in the { Zj} 
to obtain £mfm. Now fix a set of at least seven elements {ZJ} C C and an ideal I of R 
with I C M and Zjl C M. For xt G [/,/], z/JC; G [M,/] C [Af,M] C L, and so, given a 
fixed choice of x\ , . . . , X4 with various choices of the Zj as coefficients, by using a Vander-
monde determinant argument one can conclude that each/w(xi,...,X4) — 0. Since p(x) 
is of degree four, it follows thatp(jc) = 0 for x G C[/,/] = [CI, CI] D [H,H], Indeed, 
the argument shows that p(x) is an identity for x G [7C, IC] 0 F, for any extension field 
of C, and so for JC G [H®F,H®F] = [Soc(#C(g)F),Soc(7?C(g)F)]. The upshot of these 
computations is that regardless of the cardinality of C we may essentially reduce to H. 
That is, since HD C H [7; p. 766 and Lemma 7, p. 779], D = ad(A) is a nonzero deriva
tion on / / (and on H 0 F), /?(x) = 0 for JC G [i/, f/], and for each primitive idempotent 
e G //, é>//e = eF for F a field. Note also that A G Q C g(#C (g> F) ^ £>(// 0 F). 

If H fails to contain three orthogonal idempotents, then we are finished since it is either 
commutative or is M2(F). But R is not commutative, so H cannot be, and R satisfies S4 if 
H does. Therefore, we may assume that e,f, and g are orthogonal rank one idempotents 
in //, and that, for example, eHe — eF. Our goal is to obtain the contradiction that D = 0. 
Observe that for any h G //, ehf = [eh,f] G [//, H], and that 1 +e/*/ = v acts formally as 
an automorphism of H; specifically, for r G //, rv = vrv-1 = r + e/i/r — rehf — ehfrehf. 
Assume that Mg / 0 and set u = 1 - gfe/ for /i G //. Now [//,//]" = [H,H], so for 
any JC G [//,//]» up(u~xxu)u~x — 0, and it follows that in/?(x), A may be replaced with 
Au = A—g/z/A +Aghf—ghfAghf. In particular, M"g = eAg ^ 0, andM"/ = eAf+eAghf. 
Since e,/, and g are rank one, there is a choice of/z, possibly /z = 0, so that eAuf = 0. To 
contradict the existence of { e,f, g}, we may without loss of generality replace A with 
A", and so assume that eAg ^ 0 and eAf = 0. 

For JC G [//,#] with JC3 = 0, it is straightforward to see that/?(jc) = x2AxAx — x2A2x2 + 
xAxAx2 — 0, and so, xp(x) — x2AxAx2 = 0. Choose x — grf + fte with r,t € H 

https://doi.org/10.4153/CJM-1992-035-5 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1992-035-5


556 CHARLES LANSKI 

and satisfying x2 = grfte ^ 0. Using x2AxAx2 = 0 together with eAf — 0 yields 
grfteAgrfAgrfte = 0. Since none of grf,fte, or eAg is zero, and all the idempotents have 
rank one, we are forced to conclude that fAg = 0. Now set x = fre + gte + gwf with 
r, t, w G H and satisfying x2 = gwf re ^ 0, and compute fp(x) = freAxAgwfre = 0. But 
eAf — 0 = fAg, so freAgteAgwjre = 0 and this contradicts eAg ^ 0 since e,f, and g are 
all rank one. Therefore, we must have eAg = 0 for e and g distinct idempotents in any 
set of three or more rank one orthogonal idempotents. 

To finish the proof we show that D — 0. Let { £/} be any set of at least three rank one 
orthogonal idempotents. As we have seen, for / ^ j and u — 1 — etrej, both e[Ae} — 0 
and e[Auej = 0. These observations yield 0 = etAuej — —eirejAej + ejAeirej. Now 
HA +AH C H [7; p. 766 and Lemma 7, p. 779], so etAei G <?///<?/, e^Aei — Ciet for some 
ci G F, and it follows from the last computation that (Q — Cj)etrej — 0. Thus e\Aei = cet 
for all /. Given any h G //, by Litoff 's theorem [8; p. 235], there is an idempotent e so that 
h,hA,Ah G eHe. Therefore, there is a set of {et} as above so that h = Y,het = Y.e[h, 
Ah = EejAh, and hA = EhAej. Thus, Ah = EejAh = EejA(Eeih) = c£^ /z = ch 
and hA = £/iAe; = E ( E ^ ) ^ ^ = T^heic = c/z, which result in [/z,A] = 0. Since this 
holds for each h G //, we must have //D = 0. This contradiction shows that H cannot 
have three orthogonal idempotents and finishes the proof of the theorem. 

We shall see shortly that Theorem 1 is important in the consideration of degree two 
identities involving a derivation, and gives a genuine extension to Lie ideals of the vari
ous results on centralizing or semi-centralizing derivations. One would naturally like to 
obtain the existing results from ours, and the only real difference is that they start with 
an ideal of/?, rather than a Lie ideal, and conclude that R must be commutative. Our next 
theorem uses Theorem 1 to get the stronger conclusion that R is commutative when one 
starts with an ideal. 

THEOREM 2. Let R be a prime ring, I a nonzero ideal ofR, and D a nonzero deriva
tion ofR. Ifp(x) = [xx°\x°x] = 0 for allx G /, then R is commutative. 

PROOF. Assume that R is not commutative, so that / is not commutative [3; Corol
lary, p. 7]. Since / is clearly a Lie ideal of R, we may apply Theorem 1 to conclude that 
R satisfies S4. Suppose first that D = ad(A) is an inner derivation and that R = M2(F) 
for F a field. Of course, now I — R. Since for any unit v G R, vp(x)v~] = 0, we can 
replace A by any conjugate and so assume that A is in rational canonical form. With this 
assumption, the computation/?(£n) = 0 forces A to be singular, and this condition must 
still hold if A is replaced with A +/72 for any scalar. Hence, C = GF(2) and A is similar 
to e\\. Butnow/?(eii +£12 + ̂ 21) / 0, and this contradiction forces R to be commutative. 
Thus, assuming that R is not commutative, it suffices to show that R can be replaced with 
M2(F), and that D is inner. 

Since R satisfies S4, RZX — RC is a simple algebra four dimensional over C, the 
quotient field of Z [5; Theorem 2, p. 57 and Theorem, p. 17]. If C is finite, then R = 
M2(C), D must be inner, and we are done. When C is infinite, but D is outer, proceed 
as in Theorem 1 and apply the results in [2] to the identity [xxD,xDx] to conclude that 
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[xy, yx] is an identity for RC, and so by standard arguments, for M2(F) = RC ® F, for F 

a splitting field for RC. The contradiction obtained by setting x = 1̂2 + ^21 and y = £22 

forces D to be inner. Once again, since p(x) is now a GPI holding for /, it holds for RC 

[2; Proposition 4, p. 267], and since C is infinite, for AÎ2(F) as above, completing the 

proof of the theorem. 

Combining the last two results with our introductory remarks leads immediately to 

the following corollaries. The first generalizes results on semi-centralizing derivations, 

not only to Lie ideals, but allows variable coefficients as well. 

COROLLARY 1. Let R be a prime ring, L a noncommutative Lie ideal ofR, and D a 

nonzero derivation ofR. Iff(x)xxD + g{x)xDx G Cfor each x Ç L and somef, g:L —• C 

satisfying (f(x),g(x)) 7̂  (0,0)for each x G L, then R satisfies S4. If in addition, L is an 

ideal ofR, then R must be commutative. 

The next corollary explicitly gives [4; Theorem 1(2), p. 125], [6; Theorem 1, p. 11], 

and f 13; Theorem 1, p. 124], and their extensions to Lie ideals. 

COROLLARY 2. Let R be a prime ring, L a noncommutative Lie ideal ofR, and D a 

nonzero derivation ofR. If for all x G L, xx° +f(x)x°x G Z, forf: L —-+ { — 1,1}, then R 

satisfies S4. IfL is an ideal ofR, then R must be commutative. 

In order to completely characterize degree two central polynomials with derivation, 

we need a more precise version of Corollary 1 for fixed coefficients which will show that 

the only exception when R satisfies S4 must arise from the fact that squares of elements 

in [R,R] are central. First a short lemma isolates a special case of the result we need. 

LEMMA. Let Rbea prime ring satisfying S 4, L a noncommutative Lie ideal ofR, and 

D a nonzero outer derivation of R. If xxP G Z, or if x°x G Z, for all x G L, then R is 

commutative. 

PROOF. Assume that R is not commutative, and that xx° G Z. Linearize this relation 

to obtain p(x, y) = xy° + yx° G Z for all x,y G L. Since D is outer, there is w G Z so that 

W
D ^ 0 [7; Theorem 2, p. 778]. If M is the ideal ofR satisfying [M, M] C L, then wx G L 

for x G [M, M], and so, p(wx,y) = wp(x,y) + wDyx G Z. By choice of w, it follows that 

yx G Z, forx,y G [M, M]- As in the proof of Theorem 2, RC = RZ~l and H = M2(F) = 

RC 0 F, for F a splitting field of RC. Now MC ^ RC, so [M,M}C®F^ [//, H], and 

we may conclude that yx G F for x, y G [//, H]. But H = [//, H]2 gives the contradiction 

that R is commutative. A similar argument proves the Lemma if x°x G Z for all x G L. 

COROLLARY 3. Let R be a prime ring, L a noncommutative Lie ideal ofR, and D 

a nonzero derivation ofR. If for all x G L, p(x) = cxx° + zx°x G Cfor c,z G C, then 

either c — z = 0, R is commutative, or c = z and R satisfies S4. IfL is an ideal ofR, then 

c = z = 0 or R is commutative. 

PROOF. Assume that not both c and z are zero. Applying Corollary 1 gives the second 

statement, and shows that R must satisfy S4. It is easy to see that y2 G Z for y G [R,R], 
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so if x G [M, M] C L it follows that xx° + x°x G Z. Combining this withp(x) shows 

that (c — z)xxD G C. By the Lemma, if D is an outer derivation, then c — z or /? is 

commutative, and we are finished. Assuming D = ad(A), we may now take R — M2(F) 

and L = [/?, /?], as in the last paragraph of the proof of Theorem 2. Also, by conjugating 

p(x) we may assume that A is in rational canonical form. Butnow/?(^i2) = (z—c)e\2 G F, 

forcing c — z, and completing the proof of the corollary. 

Our last result uses Corollary 3 to show that a Lie ideal of/? cannot satisfy a degree two 

multilinear identity with one derivation applied, with two exceptions. For R — M2(F), 

any element of trace zero has its square central, so for A,B G [/?, R] = L, AB + BA is 

central. Since BD G [/?, R] for any derivation D, one has ABD + BDA G F. In addition, 

when char/? = 2, then L = [/?,/?] satisfies [L,L] C F, so if D = ad(A) for A G L, then 

[x, y]D G F for any x, y G /?. Expanding this gives the central differential polynomial 

xy° + x°y + yx° + y°x G F satisfied on R. 

THEOREM 3. Let R be a prime ring, L a noncommutative Lie ideal of R, and D a 

nonzero derivation ofR. If for allx,y G L, p(x,y) = c\xy° + c^xPy + c^yx° + c^y°x G C 

for { et] C C, then one of the following holds; 

i) all C[ = 0; 

ii) R is commutative; or, 

Hi) R satisfies S4, c\ = C4, c2 — C3, and 
a) ifLCZ [RC, RC], then L satisfies xy° + y°x G Z, or 

b) ifL (]L [RC,RC], then char/? = 2, all a = c ^ 0, and D = ad(A) is an 

inner derivation on RC, with A G [RC,RC]. 

IfL is an ideal ofR, then all the ci — 0, R is commutative, or char R — 2, all c,- = c ^ 0, 

and D = ad(A) is an inner derivation on RC, with A G [RC, RC]. 

PROOF. Set x = y to obtain the relation (c\ + cy)xx° + (c2 + c^)xDx G C, and apply 

Corollary 3. The theorem is proved if/? is commutative, so assume henceforth that this 

is not the case, and proceed with the assumption that /? satisfies S4 and that c\ + C3 = 

c2 + c\. Our argument will also handle the case when L is an ideal and R satisfies S4. 

We begin with some observations which hold because /? satisfies S4. As we have seen 

before, RZ] = RC and H = M2(F) = RC 0 F, for F a splitting field of RC, where 

either F = C or F is a separable quadratic extension of C. Consequently, the action of D 

on C extends uniquely to F [15; Corollary 2, p. 124], and so D extends to H by setting 

(a ®f)D = (aD 0 / ) + (a ®fD). Set U = LC (g) F and observe that £/ is a Lie ideal and F-

subspace of//, so that either (7 = [//, / /] or (7 = H. Also, if M is the ideal in /? satisfying 

[Af,M] C L, then [Àf,M]C<g> F = [H,H]. Now f / / , / / f C [/ / , / / ] , so for*,y G [/ / , / /] , 

y° G [//,//] as well and xy° + y 0 * G F follows from our comments preceeding the 

theorem. 

For any x,y G [M, M] C [/ / , / / ] , g(x,y) = (c\ — c^xy0 + (C2 — ci>)xDy — p(x,y) — 

C4(xy° + y°x) — C3(x°y + yx°) G C. Since c\ + C3 = C2 + C4, we have ci — c\ — 

c2 — C3 = c, and if c ^ 0, then (xy)D G Z results. Should Z) be an inner derivation, 

then it is easy to see that (xy)D G F holds for x, y G [/ / , / / ] . But [ / / , / / ] 2 = / / , so we 
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must conclude that H C F, which implies that [//, H] = 0. Hence, the contradiction 
D = 0 follows from the fact that [//, //] generates //. Thus, we may assume that D is 
an outer derivation, and as in the Lemma, there i s w G Z with wD ^ 0. Observing that 
wx G [M, M] for x G [M, M], we have ((WJC)J) = wDxy + wCxy)̂  G Z. This implies that 
xy G Z for x,y G [M, M], and again as in the Lemma, this gives the contradiction that 
R is commutative. Consequently, we must have c = 0, so c\ — c4 and C2 = C3, and we 
may write p(x,y) = c(xy° + y°x) + z(x°y + yx°). If U = [//,//], then for all jc,_y GL, 
x, y° G £/, and so xy° + y^x G Z, proving the theorem. 

We may now assume that U= H, which includes the situation when L is an ideal of 
R. If D is an outer derivation, and w G Z with wD ^ 0, then for JC G [M, M] and y G L, 
/?(wx, _y) = w/?(x, _y) + zw°(xy + _yx) G Z. It follows that xy + yx G Z as long as z ^ 0. 
When z = 0, then using /?(y, wx) G Z will give xy + yx EZ, unless c — 0, which would 
mean that all Q = 0. Therefore, xy + yx G Z for all x G [M, M] and y £ L. Since xy + _yx 
is multilinear, we can extend to H and obtain x_y+yx G F for x G [//, //] and y (E U = H. 
A contradiction arises by taking x = 1̂2 and y = 2̂2- Consequently, Z) = ad(A) must be 
an inner derivation. 

Now that D is inner, p(x,y) is multilinear so our hypothesis extends to H\ that is, 
p(x,y) £Fforx,y£U=H. For e G H an idempotent, /?(<?, ^) = (z + c)(eeD + e^e) = 
(z + c)e° G F. If z + c ^ 0, then ^ G F for all idempotents, and since H is spanned 
over F by its idempotents, it follows that HD C F. As above, this forces D = 0. Hence 
z + c = 0, and we are clearly done if c — 0. We may harmlessly replace /?(x, v) with 
c_1/?(jc,;y) = xy°+yPx—x°y—_yx°.Forx G F,p(x,y) — 2xy° G F, and this yields HD C F 
when char H ^ 2. We have already seen that this condition gives the contradiction D = 0, 
so we must have char// = 2. Therefore, all the Q must have been equal, and since 
char/? = 2, p(x,y) = c[x,y]D. That D is the inner derivation ad(A) for A G [//, //] 
follows from [en, A] G F, so the theorem holds when R satisfies 54. 

Assuming now that R does not satisfy 54, and applying Corollary 3 as in the beginning 
of the proof, we may assume that the theorem is proved or c\ + C3 = c-i + C4 — 0, and 
in this case we may rewrite /?(x, y) = c(xy° — yx°) + z(x°y — y°x), where not both c and 
z are zero. Should c — z, then c~xp(x,y) — (xy)D — (yx)D = [x,y]D G C This means 
that [L, L]D C C, which forces R to satisfy S4 since D ^ 0 and L is not commutative [9; 
Lemma 2, p. 280]. This contradiction means that c ^ z. 

We show now that D is an inner derivation. By assumption, we have g(x,y, i) — 
[c(xy° — yx°) + z(x°y — y°x), t] = 0 for x,y G L and r G /?. If D is an outer deriva
tion and L is an ideal, then by [7; Theorem 7, p. 783] the terms containing x,y°, and 
£ give the identity [cxy — zyx, t] = 0 for R. But /? is a prime ring satisfying a polyno
mial identity of degree three, so R must be commutative [5; Lemma 2, p. 55]. When L 
is a Lie ideal, proceed as in Theorem 1 by replacing x with [xi,X2] and y with [yi,^] 
in g(x,_y, t). Now g(x\,...,^2,0 is an identity for the ideal M satisfying [M,M] C L, 
and applying [7; Theorem 7, p. 783] for the exponents (1,1,D, 1,1) gives the identity 
c[xi,X2][)>i,)>2] — zLyi'^H*!»-^],*! = 0 for R. Again, since R is prime and satisfies an 
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identity of degree five, R must satisfy £4 [5; Lemma 2, p. 55]. Therefore, we may assume 
that D — ad(A) is an inner derivation of Q. 

Since g(x,y, t) is a nonzero multilinear GPI for L, we may conclude from [9; Theo
rem 1, p. 280] that/? satisfies a GPI and thatp(x,y) = c{xy°—yxD)+z{xDy—yDx) is central 
for all x,y £ [//, H], where H = Soc(RC (g) F) for F an algebraic closure of C. Recall as 
in Theorem 1 that HA +AH C H [7; Lemma 7, p. 779]. As in Theorem 1, to prove that R 
satisfies S4 it suffices to show that// does not contain three orthogonal idempotents. As
sume that ej\ g G H are rank one orthogonal idempotents and note that eHe — eF. For 
suitable s,t eH9e—f = [esfjte] G [//, / / ] , and so, (z - c)fAg = fp(e —f, e - g)g = 0. 
Since c / z, we must conclude that/4g = 0. It is clear that A may be replaced in p(x, v) 
by its conjugate B = (1 — e//)A(l +erf), and doing so yields —erfAf + eAerf — eBf — 0. 
This forces eAe = ve and/4/ = vf for v G F [12; Theorem 1, p. 577]. As in the proof of 
Theorem 1, it follows that D = 0. Thus H cannot contain three orthogonal idempotents 
and R must satisfy 54. This contradiction proves the theorem. 
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