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Abstract

While they usually should, people do not revise their beliefs more to expert (economist) opinion than to lay opinion.

The present research sought to better understand the factors that make it more likely for an individual to change their mind

when faced with the opinions of expert economists versus the general public. Across five studies we examined the role that

overestimation of knowledge plays in this behavior. We replicated the finding that people fail to privilege the opinion of experts

over the public across two different (Study 1) and five different (Study 5) economic issues. We further find that undermining

an illusion of both topic-relevant (Studies 2–4) and -irrelevant knowledge (Studies 3 and 4) leads to greater normative belief

revision in response to expert rather than lay opinion. We suggest one reason that people fail to revise their beliefs more in

response to experts is because people think they know more than they really do.
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1 Introduction

The whole problem of the world is that fools and

fanatics are always so certain of themselves, but

wiser people so full of doubts. (attributed to

Bertrand Russell)

Are wiser people more doubtful, or does experiencing

doubt make one wiser? This is an old debate, and thinkers as

far back as those in ancient Greece have weighed in on this

fundamental question. In the opinion of arguably the wisest

man in Greece, Socrates, the feature which makes one wise is

recognizing the limits of one’s knowledge: “I am wiser than

this man, for neither of us appears to know anything great

and good; but he fancies he knows something, although he

knows nothing; whereas I do not know anything, so I do not

fancy I do.” (Apology, 21d). The key feature of wisdom in the

opinion of one great ancient thinker is to recognize what one

knows, does not know, and adapt behavior to be in line with

these limitations. Experts in an topic may provide a useful

measuring stick against which non-experts can compare their

understanding. Indeed, the degree to which we are willing

to defer to the opinion of experts demonstrates the wisdom

that comes with understanding the limits of our knowledge.

Nevertheless, people often disregard the opinion of ex-

perts in favor of their own unlearned intuition, or the opinion
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of people similarly unknowledgeable to themselves. That is,

people should defer more to experts than to lay opinion but,

puzzlingly, they often do not (Johnston & Ballard, 2016).

What underlies this behavior, and more pressingly, how can

we help people weight the opinion of those with demon-

strated expertise more heavily when making decisions?

The highly specialized world of today should dictate that

decisions of epistemic authority, choosing when to think

for oneself versus deferring to experts, would usually favor

deferring (Pierson, 1994), especially when we lack neces-

sary background to understand information we receive (Keil,

2010). People tend to behave, however, in a manner that sug-

gests that experts possess an authority on decisions (i.e., how

to do things), but not necessarily on beliefs and values (i.e.,

which things to do) (Zagzebski, 2012). For example, peo-

ple might defer to experts on how to efficiently trade with a

foreign country, but not on whether that country should or

should not be traded with. In the latter case people tend to

be influenced by the opinions of the general public as much

as if not more than the opinions of professional economists

(Johnston & Ballard, 2016). That is, people appear to find

the views of their peers just as convincing as those of experts

when considering how to adjust their normative beliefs1 in

response to new information.

Why are experts not more influential than the average cit-

izen when it comes to normative belief adjustment? One

idea is that humans have an intuitive tendency to conflate

the knowledge of others with their own (Rabb et al., 2019).

1Throughout this paper we refer to normative beliefs as beliefs about the

optimal course of action when presented with a choice.
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People explicitly recognize the division of cognitive labor

(Bromme et al., 2010; Kitcher ,1990), that is, they under-

stand, even at a young age, that people differ in their lev-

els of obtained expertise (Keil et al., 2008; Landrum &

Mills, 2015). When tasked to judge their own understand-

ing of a complex phenomenon, people judge it to be greater

when also instructed that experts fully understand the phe-

nomenon, compared to when experts do not fully understand

the phenomenon (Sloman & Rabb, 2016). This effect may

arise because people tend to implicitly conflate their mark-

ers of who is possessive of such technical knowledge with

their own actual knowledge of the topic (Rabb et al., 2019).

So, even though humans can identify economists as having

privileged knowledge about an intricate process (e.g., the

effects of international trade on citizenry), the economists’

very possession of such knowledge leads many non-experts

to mistakenly believe they understand it too (at in least in

some part). An economist (expert) in this case has little then

to offer to non-experts in terms of specialized knowledge

because they already feel as if they possess the knowledge.

There is no shortage of cases in which people overestimate

how much they know about a particular topic (Dunning et

al., 2003; Fernbach, Rogers, et al., 2013; Fernbach, Sloman,

et al., 2013; Keil, 2003; Kruger & Dunning, 1999; Moore

& Healy, 2008; Rozenblit & Keil, 2002) even in the context

of economics (Ortoleva & Snowberg, 2015). A collection

of these cases is reflected in the tendency to believe that one

understands (and is capable of explaining in detail) both in-

herently complex as well as ostensibly simple phenomena.

This has been called the “Illusion of Explanatory Depth”

(Rozenblit & Keil, 2002). In these instances, one reason

people may mistake their superficial knowledge for in-depth

knowledge of a phenomenon is because they internally fail

to distinguish between their markers for that knowledge and

the exact knowledge it marks (Rabb et al., 2019). So, in

cases where people hold an illusion of explanatory depth,

they are unlikely to credit experts with possessing privileged

information that they themselves do not possess. One con-

sequence could be that people fail to revise their normative

beliefs more to opinion from experts than opinion from ran-

dom members of the public.

Importantly, the illusion of explanatory depth can be eas-

ily exposed. When asked to explain the mechanics of a

process in detail, people become aware of the gaps in their

knowledge of the causal structure and are then confronted

with the actual limits of their expertise. (This effect may

be analogous to making people aware of known unknowns,

see Walters et al., 2016.) This leads to a recalibration of

their perceived knowledge, as people tend to adjust their

understanding claim downward. Such a process has been

demonstrated to apply to everyday objects like the mechan-

ics underpinning the function of toilets and toasters (e.g.,

Rozenblit & Keil, 2002), and to complex social policies like

immigration and trade (e.g., Fernbach et al., 2013; Vitriol

& Marsh, 2018). Moreover, people may not even have to

explicitly generate an explanation for the illusion of knowl-

edge to be exposed as simply reflecting on how well one can

explain the mechanistic process of how something works re-

duces overestimation of knowledge (Johnson et al., 2016).

This result suggests that having to provide a casual expla-

nation for some phenomenon reveals the gaps in one’s own

knowledge. Recognizing the limits of one’s own knowledge

can have downstream effects such as reducing political ex-

tremism (Fernbach et al., 2013) or, speculatively, increasing

the tendency to privilege expert consensus when given an

opportunity to change our opinion on a matter of economic

policy.

In this research we tested whether overestimation of

knowledge can explain how people revise their normative

beliefs given expert and laymen consensus. We hypothe-

sized that inducing a feeling of ignorance might be an effi-

cient method for getting people to rely on more valid sources

of information (i.e., from experts) over less valid ones (i.e.,

from the public). In particular, if people believe they al-

ready understand something to a much greater extent than

they really do, they may not appreciate the vast difference in

expertise between laypeople and experts. Thus, it is possible

that participants will find the utility of expert opinion to be

equivalent to that of members of the public unless their illu-

sions of explanatory depth have been exposed. We propose

that lowering confidence in perceived understanding by ex-

posing an illusion of explanatory depth would increase the

perceived utility of experts by making people aware that their

markers for the knowledge (e.g., economists know X) were

not representative of their actual knowledge (e.g., I know

X), and thus be more willing to credit people who are likely

to possess that specialized knowledge of X. We would then

expect this to lead to greater normative belief revision in

response to expert, rather than lay opinion

We devised five studies to test the claim that exposing

an illusion of knowledge will increase the influence of ex-

perts. The first study replicated the main finding of Johnston

and Ballard (2016) that people fail to adjust their normative

beliefs more to expert rather than lay consensus. The sec-

ond study introduced the explanation paradigm: participants

were asked to provide a mechanistic, step-by-step explana-

tion for exactly how something worked. This procedure led

to greater normative belief revision in response to experts,

as opposed to lay opinion. The third study replicated the

results of second and provided evidence for the claim that

undermining an illusion of even topic-irrelevant knowledge

can lead to greater normative belief revision in response

to expert rather than lay opinion. The fourth study repli-

cated this finding across five different economic issues. The

fifth study, also using the expanded set of issues, included a

control condition that again replicated the main finding that

people do not revise more to experts than to lay people.
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2 Study 1

We first attempted to replicate the original finding of John-

ston and Ballard (2016) that people fail to revise normative

beliefs to be more in line with expert opinion, instead pre-

ferring the opinions of lay people. However, we made an

important design change from the original work: we im-

plemented a pre-post design to test whether the findings are

consistent across a within-subjects manipulation. Further,

participants in our study responded to more than one eco-

nomic issue.

2.1 Method

The materials and data for each study can be found on the

Open Science Framework here: https://osf.io/2pzbe/.

2.1.1 Participants

We recruited 2042 participants via Mechanical Turk who

were required to be United States citizens above the age of

18 and have a HIT approval rating of at least 90%. No other

recruitment restrictions were applied. All studies reported in

this paper followed this restriction criteria. Participants were

mostly white (79%), male (60%), had obtained at least some

level of post-secondary education (83%), and were between

the ages of 18 to 69 (M = 33.12, SD = 9.54).

2.1.2 Procedure

A brief overview of the procedure of this study (and all

studies reported in the paper) can be found in Table 1 be-

low. The design of the study was a 2 Time (Pre-Consensus

Judgment/ Post-Consensus Judgment) by 2 Source of Con-

sensus (Economists/ General Public) mixed design. Time

was a within-subjects factor while Source of Consensus

was a between-subjects factor. In the study, participants

were asked to rate their agreement with an economic is-

sue statement twice each for two separate issues. For the

first agreement rating, participants were presented the state-

ment plainly (e.g., “Trade with China makes most Ameri-

cans better off”) and asked to rate their agreement on a 1

(strongly disagree) to 5 (strongly agree) scale with 3 rep-

resenting uncertainty. This judgment was labelled the Pre-

Consensus Judgment. The participants were then presented

with the “consensus information” (described below, also see

Table 2) said to be from their assigned source (either Pro-

fessional Economists or General Public). With this informa-

tion present, the participants then re-rated their agreement

2This sample size was determined via a power calculation affording us

80% power to detect an effect of d = .2. We based our effect size estimation

off of previous research (e.g., Coppock, 2018; Johnston & Ballard, 2016)

and setting a reasonable, smallest effect size of interest (Lakens, 2017).

with the statement. This judgment was labelled the Post-

Consensus Judgment. After providing the agreement judg-

ments for one statement, they repeated this process for the

other statement. Finally, each participant responded to two

“trust in economists” questions.

The economic statements used in this experiment were

two selected from Johnston and Ballard (2016): a “gold

standard” statement and a “trade with China” statement. Ta-

ble 2 contains all the economic issues used throughout the

presented work and their accompanying consensus informa-

tion. As suggested by the original authors, the key distinction

between these two statements is the prior beliefs held by par-

ticipants. Johnston and Ballard (2016) found that most of

their sample had an opinion regarding the benefit of trading

with China on the US economy, but few had prior opinions on

whether the US should or should not be on a gold standard.

The consensus information was provided in terms of re-

sponses to the same statement participants were judging but

said to have been made by 100 members with varying polit-

ical preferences of their assigned source (either Professional

Economists or General Public). The economic statements

and the levels of consensus used by Johnston and Ballard

(2016) (and adapted for the current work) were taken from

the Initiative on Global Markets’ (IGM) panel of economists,

consensus on each issue represents the opinions of actual

economists and the diversity of opinions for each issue is

unique (Table 2).

For the “trust in economists” questions, the first assessed

the extent to which the participant trusted the opinions of

professional economists when thinking about economic pol-

icy issues. The second assessed the extent to which the

participant thought that members of Congress should rely

on the opinions of professional economists when crafting

public policy on economic issues.

2.2 Results

To test whether participants’ normative beliefs were revised

in accordance with consensus information and whether the

source of the information mattered, we assessed the differ-

ence in agreement judgments across Time. In other words,

we examined the change in agreement with the economic

statement from the Pre-Consensus judgment to the Post-

Consensus judgment. For both statements, we found a main

effect of Time such that there was a shift in agreement with

the statement (consistent with consensus information) af-

ter having been provided consensus information (both p’s

< .001). However, we did not find a Source of Consensus

by Time interaction for either statement (both p’s > .135),

indicating that participants did not exhibit greater change in

agreement to the opinion of experts compared to the opinion

of laypeople. Table 3 contains the descriptive statistics and

inferential test statistics for this study. Together these results

demonstrate that while people do revise their normative be-
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Table 1: Overview of the procedural steps for each study.

Writing Task (Illusion of Explanatory Depth Paradigm)

Components

(in order)

Understanding Judgment 1 Explanation Generation Understanding Judgment 2

Description Participants rate their understanding

of [Topic] on 1 (little

understanding) to 7 (thorough

understanding scale

Participants generate explanation of

[How] [Topic] works, [Why] they

hold their position on [Topic], or copy

a block of text (control condition)

Participants re-rate their

understanding

Agreement Rating Task

Components

(in order)

Pre-Consensus Judgment Consensus Information Provided Post-Consensus Judgment

Description Participants judge agreement with

economic issue on a 1 (strongly

disagree) to 5 (strongly agree) scale

Consensus information said to be

from [professional economists/

members of general public] provided

Participants judge agreement

with economic issue again

Step 1 Step 2 Step 3

Study 1 Agreement Rating Task Agreement Rating Task for second

economic issue

Study 2 Pre-Writing agreement judgment

(For half of sample only)

Writing Task:

Related How

Agreement Rating Task

Study 3 Pre-Writing agreement judgment Writing Task:

Related How, or Unrelated How

Agreement Rating Task

Study 4 Pre-Writing agreement judgment Writing Task:

Related How, Unrelated How, or

Related Why

Agreement Rating Task

Study 5 Pre-Writing agreement judgment Writing Task:

Related How, or Control Task

Agreement Rating Task

liefs in accordance with consensus information, the source

of the consensus (Professional Economists or General Pub-

lic) appears to play no role in such revision, replicating the

results of Johnston and Ballard (2016).

We next analyzed the role of trust. Just over half of respon-

dents (55%) stated that when thinking about economic policy

issues they trust the opinions of professional economists (to

varying degrees). Similarly, 67% of respondents agreed that

members of Congress should rely on the opinions of profes-

sional economists when crafting public policy. Importantly,

each form of stated trust in experts was not related to change

in agreement for either issue (all p’s > .348), nor was it

predictive of change in agreement in response to (expert or

non-expert) consensus information for either issue (all p’s >

.394).

2.3 Discussion

Study 1 replicated the finding of Johnston and Ballard (2016)

that people fail to revise their normative beliefs more to

expert than lay opinion. Moreover, we found no evidence that

trust in the opinion of economists influences such updating

behavior. We now turn to answer the question of why in

Study 2 — why do people behaviorally fail to privilege the

opinion of experts over the public? One possible reason is

that people overestimate how much they know and therefore

undervalue the opinions of experts. People might revise

more to the opinion of experts if they were less confident in

how much they think they know.

The data of Study 1 suggest that people understand the

value of experts in an abstract sense (as a majority of the

participants reported trusting the opinions of professional

economists when making their own economic decisions),

however, this was not reflected in behavior where they would

be expected to give expert opinion greater weight than the

opinion of non-experts. Here, people may be implicitly

failing to disqualify themselves – and, by extension, their

fellow members of the public – as experts. They may be

aware of the value that experts provide but unaware that they

are conflating the expert’s knowledge with their own. That is

to say, on these economic issues people implicitly consider

themselves to be experts. Participants could understand that
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Table 2: Economic issue statements and corresponding consensus information.

Issue Description Consensus

Strongly

Disagree

Disagree Uncertain Agree Strongly

Agree

Gold Standard If the US replaced its discretionary monetary

policy regime with a gold standard, defining a

‘dollar’ as a specific number of ounces of gold,

the price-stability and employment outcomes

would be better for the average American.

66 34 0 0 0

Immigration The average US citizen would be better off if a

larger number of highly educated foreign

workers were legally allowed to immigrate to the

US each year.

0 0 0 46 49

Medicare/ Medicaid Long run fiscal sustainability in the US will

require cuts in currently promised Medicare and

Medicaid benefits and/or tax increases that

include higher taxes on households with

incomes below $250,000.

0 0 0 35 56

Taxes A cut in federal income tax rates in the US right

now would raise taxable income enough so that

the annual total tax revenue would be higher

within five years than without the cut.

57 39 4 0 0

Trade With China Trade with China makes most American better

off.

0 0 0 41 59

an expert is an expert, but in this case may not believe that the

experts’ specialized knowledge exceeds their own and other

members of the public. Exposing the illusion of explanatory

depth could increase the salience of the difference between

the topical knowledge of ordinary individuals and experts,

and could thus increase normative belief revision in response

to expert opinion to a greater degree than to public opinion.

We conducted a second study to test this prediction.

3 Study 2

People tend to fail to correctly assess how much they really

know about how the world works. Often, we think we can ex-

plain even ordinary phenomena (e.g., how recycling works)

in more detail than we really can. When asked to mechanis-

tically explain how something works in full detail, however,

we become aware of our apparent lack of knowledge, and

often experience humility at our overconfident assessment

of our knowledge (Rozenblit & Keil, 2002). Importantly,

recognition of our lack of knowledge happens without being

provided any external feedback on the explanations provided.

That is, without being told we do not know as much as we

think we do, we realize it entirely by ourselves. Known as

the illusion of explanatory depth, this paradigm reveals the

false beliefs that many of us have regarding our knowledge

of a topic.

It is this paradigm that was implemented in Study 2 as

an attempt to make participants more aware of the discrep-

ancy of the knowledge they possess, and that of an expert in

economics.

3.1 Method

3.1.1 Participants

Three hundred and ninety-nine participants were recruited

via Mechanical Turk and were mostly white (77%), male

(56%), had obtained at least some level of post-secondary

education (86%), and were between the ages of 18 to 68 (M =

35.36, SD = 10.51). In addition to the recruitment restrictions

outlined in Study 1, potential recruits were also barred if

they had participated in the previous study. Furthermore, we

limited participation to unique IP addresses such that only

one participant per IP address could complete the study.

3.1.2 Procedure

The procedure of this study expanded upon the procedure of

Study 1. Table 1 provides a brief overview of the procedural

https://doi.org/10.1017/S1930297500008135 Published online by Cambridge University Press

http://journal.sjdm.org/vol15.6.html
https://doi.org/10.1017/S1930297500008135


Judgment and Decision Making, Vol. 15, No. 6, November 2020 Feelings of ignorance and openness to expert opinion 914

Table 3: Descriptive statistics and inferential tests of main analyses of Study 1.

Issue Consensus Pre-Consensus

Judgment Mean (SD)

Post-Consensus

Judgment Mean (SD)

Time Main Effect Source of Consensus

x Time interaction

Trade with China Public 3.40 (1.07) 3.51 (1.15) F(1, 202) = 15.74, F(1, 202) < 1

Economists 3.44 (1.03) 3.61 (1.05) p < .001 p = .358

Gold Standard Public 2.97 (1.02) 3.10 (1.11) F(1, 202) = 13.14 F(1, 202) = 2.25

Economists 3.02 (1.03) 3.33 (1.14) p < .001 p = .135

Note. Each agreement judgement was made on a 1 (Strongly Disagree) to 5 (Strongly Agree) scale with 3 representing

uncertainty. For the Trade With China issue, consensus information agreed with the issue, while for the Gold Standard

issue, consensus information disagreed with the issue.

steps of the study. In this study, participants rated their agree-

ment with a single economic issue twice. Prior to providing

their agreement judgments, each participant completed an

illusion of explanatory depth exercise analogous to Rozen-

blit and Keil (2002). Here, participants would be given a

topic (i.e., the impact that trading with China has on the US

economy). First, participants were asked to rate how well

they thought they understood the topic. This rating was made

on a 1 (little understanding) to 7 (thorough understanding)

scale that participants were provided instructions on how to

use. Second, they were asked to explain in as much detail as

possible how their topic (i.e., trading with China affects the

US economy) worked. Finally, each participant rated their

understanding of the topic again.

Once each participant finished the Writing Task (rate un-

derstanding, generate explanation, re-rate understanding),

they would proceed to provide their agreement with the eco-

nomic statement. Similar to Study 1, participants would

rate their agreement with the economic issue. Then they

would provide this judgment once again although the second

time featured consensus information from their randomly

assigned source (see Table 2 for the issue statement and its

corresponding consensus). Unlike Study 1, all participants

provided only their judgment for the “Trade With China”

issue. This also meant that each participant’s Writing Task

asked them to rate their understanding of and explain the

impact of trading with China on the US economy.

One key detail was that half of the participants were asked

to make a third agreement judgment with the economic issue

statement. However, this judgment occurred before com-

pleting the Writing Task (this judgment is referred to as the

“Pre-Writing” judgment) as opposed to after like the other

two agreement judgments. Following the procedure used

by Fernbach et al., (2013) who demonstrated that expos-

ing an illusion of knowledge can reduce position extremism

on political issues (although this has not been consistently

demonstrated, see Voekel et al., 2018) this additional judg-

ment would allow us to examine whether exposing an illusion

of knowledge would reduce position extremism on economic

issues.

3.2 Results

We first assessed whether exposing an illusion of knowledge

would decrease participant’s position extremity in their pre-

viously held economic beliefs. To this end, we tested whether

the extremity of the Pre-Writing judgment (that half, n = 198,

of the sample provided) was greater than the extremity of the

Pre-Consensus judgment. To conduct this analysis we cre-

ated an index of Polarity that was expressed as the absolute

distance of one’s opinion from the “uncertain” response (the

middle of the scale) for the Pre-Writing (M = 0.93, SD = 0.59)

and Pre-Consensus judgments (M = 0.88, SD = 0.62). We

found no significant decrease in Polarity after being asked

to generate a mechanistic explanation (t(197) = 1.12, p =

.132).3

Next, we tested the effect of exposing an illusion of ex-

planatory depth on normative belief revision in response

to consensus information. Table 4 contains the descriptive

statistics for each agreement judgment. We found a main

effect of Time, such that people changed their agreement in

response to receiving consensus information regardless of

the source (F(1, 396) = 59.82, p < .001).4 We also found

a Source of Consensus by Time interaction (F(1, 396) =

14.12, p < .001). Further analysis revealed that participants

still changed their agreement in response to the opinion of

laypeople (t(206) = 3.11, p = .002, d = 0.22), but exhibited

far greater change in response to the opinion of professional

economists t(190) = 7.40, p < .001, d = 0.54). Figure 1

contains graphical depictions of this analysis as well as com-

parable analyses for Studies 3–5.

3Where applicable the statistical tests in this paper were conducted as

one-tailed tests at the U = .05 significance level.

4The reported analyses collapse across the Pre- and no Pre-Writing

judgment conditions. These reported effects remain significant if tested

within each of these conditions.
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Figure 1: Main analyses graphs for studies 2–5 demonstrating change in agreement with the economic issue after being

provided consensus information after completing the Writing Task. In each case, greater agreement with the issue reflected

the opinion of the consensus information. In Studies 2 and 3 only the Trade With China issue was provided. In Studies 4

and 5 one of five possible economic issues were provided (the corresponding figures collapse across issue). In Study 3, the

Unrelated How writing task asked participants to explain how modern recycling worked in the U.S. city. The Related How

writing task asked participants to explain how trading with China affects the U.S. economy. In Study 4, the Unrelated How

writing task asked participants to explain how a helicopter takes flight. The Related How writing task asked participants to

explain how their assigned economic issue worked. The Related Why writing task asked participants to explain why they

held their position on the economic issue. In Study 5, the Control writing task had participants reproduce a block of text that

was displayed as an image. The Related How writing task asked participants to explain how their assigned economic issue

worked. Error bars in each graph represent ±1 standard error of the mean.
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Table 4: Descriptive statistics for the agreement judgments

of Study 2.

Consensus Pre-Writing

Judgment

Pre-

Consensus

Judgment

Post-

Consensus

Judgment

Economists 3.42 (1.01) 3.17 (1.06) 3.50 (1.17)

Public 3.47 (1.01) 3.27 (1.05) 3.38 (1.07)

Note. Each agreement judgement was made on a 1 (Strongly

Disagree) to 5 (Strongly Agree) scale with 3 representing

uncertainty. The Pre-Writing judgment contains only half

of the sample (n = 198) while the Pre-Consensus and Post-

Consensus judgments contain the entire sample. In this case,

only the Trade With China issue was rated and consensus

information agreed with the issue.

3.3 Discussion

In Study 2, we found that, after being asked to explain the

mechanisms of foreign trade, people became far more influ-

enced by the opinions of economists than those of laypeople.

While the participants still adjusted their normative beliefs

to both sources of consensus, they did so to a far greater

extent when presented with economist opinion than with lay

opinion.

We next sought to explore why exposing an illusion of

knowledge led to an increase in receptivity to expert opinion

with a third study. To this end we generated two competing

explanations. The first hypothesis suggests that exposure

made participants aware of how little they know about the

particular economic issue (the effects of foreign trade). As

such, they were more willing to revise their beliefs to be in

line with experts who likely possessed topic-relevant knowl-

edge. The second hypothesis suggests that exposing the il-

lusion of knowing induced a general feeling of ignorance in

participants, and in turn, made them less convinced of their

general expertise in any topic. Thus, they would be more

influenced by the opinions of experts than by the opinions of

their peers. If the second explanation is true (an induction

of ignorance), failing to explain any issue would produce a

similar willingness to revise their normative beliefs. If the

first explanation is true (lack of topic-relevant knowledge),

however, we should observe no revision after failing to ex-

plain an irrelevant issue (e.g., how modern recycling works).

The next study aimed to replicate the findings of Study 2

while testing these two competing explanations.

4 Study 3

Study 3 attempted to replicate the previous study’s findings

and to further test whether the content of the to-be-explained

material in the explanation paradigm mattered. The question

was whether is it necessary to make a participant experi-

ence a feeling of ignorance on a specific topic (in this case

an economics topic), or, alternatively, is failing to explain

a complicated procedure on any topic enought for partic-

ipants to privilege the opinion of experts? To do so, we

added a writing condition where participants would explain

the recycling process of a modern U.S. city rather than the

mechanisms of foreign trade. We believed that recycling is

a topic that would be familiar enough to subjects to appear

superficially simple while being complex in nature. As such,

we deemed it a likely candidate to produce an overestimation

of knowledge.5

4.1 Method

4.1.1 Participants

We recruited 401 participants via Mechanical Turk with the

same restrictions previously used in Study 2. Participants

must not have participated in either Study 1 or 2 to enter this

study. Respondents were mostly white (77%), male (55%),

had obtained at least some level of post-secondary education

(88%), and were between the ages of 18 to 77 (M = 35.96,

SD = 11.31).

4.1.2 Procedure

The procedure followed that of Study 2 except for two

changes. (Table 1 provides a brief overview of the proce-

dural steps all studies.) First, every participant (rather than

half, as in Study 2) made Pre-Writing agreement judgment.

That is, each participant mad three agreement judgments to-

tal, one before the Writing Task and two after. Second, in

an unrelated-content writing condition, half of the partici-

pants ratee their understanding of recycling and explain how

it works in a modern US city, instead of writing about the

impact of trading with China on the US economy. So, not

only were participants randomly assigned as to which Source

of Consensus they would receive (economists or the public)

they were also randomly assigned, orthogonality, a Writing

Task (related or unrelated).

To summarize the procedure. Participants first rated their

agreement with the Trade with China economic issue (Pre-

Writing Judgment). They then completed the Writing Task

regarding a related or unrelated topic. Then they pro-

vided their agreement with the economic issue again (Pre-

Consensus Judgment). Finally, they provided their agree-

ment rating for a third time except this time they did so

with the consensus information from their randomly assigned

source present (Post-Consensus Judgment).

5We also thought that recycling would be relatively unrelated to the

expertise of economists. However, an anonymous reviewer pointed out that

that expert economists could hold knowledgeable viewpoints on this issue.
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Table 5: Descriptive statistics for the main judgments of Study 3 by cell.

Source of Consensus Writing Task Pre-Writing Judgment Pre-Consensus Judgment Post-Consensus Judgment

Economists Unrelated How 3.52 (0.97) 3.47 (0.94) 3.70 (0.91)

Related How 3.41 (0.97) 3.37 (1.05) 3.71 (1.02)

Public Unrelated How 3.39 (1.03) 3.44 (0.96) 3.46 (1.02)

Related How 3.50 (1.05) 3.38 (1.00) 3.49 (1.08)

Note. Each agreement judgement was made on a 1 (Strongly Disagree) to 5 (Strongly Agree) scale with 3

representing uncertainty. The Unrelated How writing task asked participants to explain how modern recycling

worked in the U.S. city. The Related How writing task asked participants to explain how trading with China affects

the U.S. economy.

4.2 Results

We first tested whether each Writing Task reduced position

extremity. To do so we again created a Polarity index to

measure the average degree of distance from uncertainty in

the Pre-Writing (M = 0.92, SD = 0.61) and Pre-Consensus

judgments (M = 0.87, SD = 0.63). We found a significant

reduction in Polarity after completing the writing task (F(1,

398) = 6.33, p = .012). Further, the Writing Task by Polarity

interaction was not significant (F(1, 398) < 1). It thus seems

that both writing topics (related and unrelated to trade with

China) had a similar effect on reducing position extremity.

We then tested whether people revised their normative be-

liefs differentially, dependent on both the source of the con-

sensus information and what topic they explained. That is,

we examined if people gave additional weight to the opinion

of experts when put through the explanation paradigm, as in

Study 2, and whether this paradigm was required to be topic-

relevant or not. We did not find a significant Time by Writing

Task by Source of Consensus interaction (F(1, 397) < 1; see

Figure 1), indicating that the pattern of agreement change to

the source of the information was not significantly different

across explanations. In other words, regardless of whether

participants explained how trading with China impacts the

US economy or how recycling in a modern US city works,

their subsequent normative belief revision to consensus in-

formation was similar. As such, these explanation conditions

were collapsed across to provide a higher-powered analysis

of whether participants revised their normative beliefs more

to experts than to laypeople.

Consistent with Study 2, we found a significant Time by

Source of Consensus interaction, such that people changed

their agreement more in response to expert opinion than to

public opinion (F(1, 397) = 12.96, p < .001; see Table 5 for

the descriptive statistics of the agreement judgments). Fur-

ther analyses revealed that participants significantly changed

their agreement to expert opinion (t(203) = 6.97, p < .001, d

= 0.98), while they did not do so to public opinion (t(196)

= 1.65, p = .102). After having an illusion of knowledge

exposed, participants revised their normative beliefs on an

economic issue to a far greater extent when presented with

the opinions of professional economists than with the (same)

opinions of the general public.

4.3 Discussion

This study replicated the finding that after attempting to

explain an economic issue mechanistically, people revise

their opinion of that economic issue more when they re-

ceive consensus information from economists (experts) than

when they receive consensus of the general public. We

also tested competing hypotheses targeting whether the illu-

sion of knowledge exposed needs to be topic-relevant or not.

We found that the effect of explaining on normative belief

revision occurred regardless of whether the written expla-

nation was about the exact issue (trading with China) or an

unrelated issue (recycling in a U.S. city). We also found

that position extremity was decreased after explaining how

something works, regardless of the topic of that explanation,

consistent with the findings of Fernbach et al., (2013).

One interpretation of the results of Study 3 is that, when

individuals are presented with the opinions of experts and

given the chance to update their normative beliefs, they do

not credit the experts with possessing privileged information

(or at least possessing information that the general public

does not). Instead, they may believe that since the experts

possesses that knowledge, they do too. When made aware of

their lack of both topic-relevant and -irrelevant knowledge,

people change their minds to a greater extent to expert than

to public opinion. So, we suggest that exposing an illusion

of knowledge shifts an individual’s mental model of what

knowledge an expert possesses relative to themselves, lead-

ing them to revise their normative beliefs more in response

to consensus from experts than from random members of

the general public. We refer to this as inducing a feeling

of ignorance. People may ordinarily maintain a feeling that

they are generally more knowledgeable than they truly are on

all topics, which the exposure to the explanation paradigm

undermines by making their ignorance directly salient to

them.
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A shortcoming of the past two studies employing the writ-

ing paradigm is a lack of a true control group without in-

duction of a feeling of ignorance. Based on Studies 2 and

3, we cannot claim that exposing ignorance led to greater

belief revision than a group without the feeling of ignorance

induced. To address this limitation, however, we conducted

a cross-study analysis to test whether there was significantly

more adjustment to experts than laypeople in the second and

third studies compared to the first, treating the first study as

a control condition. We found a significant Time by Source

of Consensus by Study interaction, F(2, 997) = 4.99, p =

.007. Further probing of this interaction revealed that Stud-

ies 2 and 3 each featured significantly greater agreement

change in response to expert opinion than to public opin-

ion in comparison to Study 1. Moreover, Study 2 and 3

were not significantly different from each other in this man-

ner.6 However, as this test was an internal meta-analysis of

non-pre-registered studies, caution should be applied when

interpreting this result (see Vosgerau et al., 2019). As a re-

sult, we introduced control conditions for the following two

studies.

Another valid criticism of the studies conducted so far is

the lack of variability in economic issue stimuli. We are

unable to rule out the possibility that our results depend

on something idiosyncratic to this specific issue, trade with

China. To make a broader claim we need to demonstrate

the effect across multiple economic issues. In addition to a

control condition, the next two studies attempt to address this

problem of stimulus sampling (Wells & Windschitl, 1999).

5 Study 4

To address the concern of stimulus sampling, this study at-

tempted to replicate Study 3’s findings across several eco-

nomic issues. The issues selected were the five used in the

original work by Johnston and Ballard (2016). Further, as it

is possible to suggest that the “unrelated” explanation con-

dition in the previous study (how recycling works in a US

city) is not unrelated enough, that is, it is an issue that a

professional economist could have a knowledgeable opinion

on, we changed the topic to be explained. The new unrelated

writing task would feature a topic used in early explanatory

depth research: how a helicopter takes flight (Keil, 2003).

Also, in an attempt to address the issue of having no control

6The three-way interaction was further probed using multiple compar-

isons. Comparing Study 1 and Study 2, we found a significant Time by

Condition by Study interaction (F(1, 598) = 8.78, p = .003). Comparing

Study 1 and Study 3, we found a significant Time by Condition by Study

interaction (F(1, 601) = 8.15, p = .004). Comparing Study 2 and Study 3,

we did not observe a significant Time by Condition by Study interaction

(F(1, 795) = 0.07, p = .799). Together, these indicate that the pattern of

belief revision to expert opinion found in Studies 2 and 3, while not sig-

nificantly different from each other, were both individually different from

Study 1. Thus, the effect in question appears robust when compared to a

pseudo-control condition.

condition in the previous two studies, we included a condi-

tion we hypothesized would work as a control: explaining

why you hold the belief you do about the issue, rather than

how it works. This method is based off the condition imple-

mented by Fernbach et al., (2013) who used it to demonstrate

that explaining how rather than why leads to a decrease in

political extremism. If we find that economic extremism is

reduced by how but not why, then this could represent a valid

control condition. If explaining why also reduces position

extremism then it is very unlikely it would produce a belief

revision effect discrepant from the how conditions. In sum,

participants would be writing about one of: how their one

economic issue works, why they hold the opinion they do of

that economic issue, or how a helicopter takes flight.

5.1 Method

5.1.1 Participants

We recruited 1000 participants via Mechanical Turk for this

study. Participants must not have completed any of the pre-

vious studies to participate. In addition to the recruitment

restrictions applied for Studies 2 and 3, we also blocked re-

sponding from suspicious geolocations associated with bot

farms via the Turk Prime feature (Litman, Robinson & Ab-

berbock, 2017). Respondents were mostly white (70%), of

evenly mixed gender (49% male), had obtained at least some

level of post-secondary education (71%), and were between

the ages of 18 to 77 (M = 36.92, SD = 11.86). Prior to anal-

ysis we excluded 12 participants for either failing to write

anything and/or failing to respond to any of the three agree-

ment judgments. This left 284 participants in the related how

condition, 376 participants in the unrelated how condition,

and 329 related why condition.

5.1.2 Procedure

Table 1 provides a brief overview of the procedural steps

of the study. This study’s procedure was nearly identical to

Study 3, as each participant provided an agreement judg-

ment, completed the Writing Task, and then provided their

agreement two more times. Two changes were made to the

Writing Task. First, a Related Why condition was added.

In this condition participants explained why they held the

position on the economic issue that they did (e.g., why they

agreed that trading with China makes most Americans bet-

ter off). Second, the Unrelated How writing condition had

its topic changed from how recycling works in a modern

US city to how a helicopter takes flight. So, participants

in this experiment would either rate their understanding of

and explain how their economic issue worked, why they held

the position on the economic issue that they did, or how an

unrelated issue works.

The pool of possible economic statements was expanded

from 1 to 5, but each participant was randomly assigned to
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Table 6: Descriptive statistics for the main judgments of Study 4 by cell.

Source of Consensus Writing Task Pre-Writing Judgment Pre-Consensus Judgment Post-Consensus Judgment

Economists Related How 3.21 (1.13) 3.13 (1.14) 3.43 (1.25)

Related Why 3.17 (1.04) 3.10 (1.00) 3.41 (1.14)

Unrelated How 3.28 (1.01) 3.27 (0.97) 3.56 (1.05)

Public Related How 3.30 (1.00) 3.18 (1.01) 3.32 (1.06)

Related Why 3.13 (1.05) 3.15 (1.03) 3.23 (1.09)

Unrelated How 3.10 (1.09) 3.11 (1.08) 3.24 (1.12)

Note. Means and (Standard Deviation) are provided in the table. Each agreement judgement was made on a 1

(Strongly Disagree) to 5 (Strongly Agree) scale with 3 representing uncertainty. The Unrelated How writing task

asked participants to explain how a helicopter takes flight. The Related How writing task asked participants to

explain how their assigned economic issue worked. The Related Why writing task asked participants to explain

why they held their position on the economic issue.

respond to only a single issue (three times). As the opin-

ions of each economic issue were provided by professional

economists, the diversity and levels of agreement (and dis-

agreement) for each issue is unique (Table 2). However, for

the purposes of analyses, each issue was coded such that a

higher score reflected greater agreement with the consensus

information.

5.2 Results

We first tested whether explaining how but not why reduced

position extremity. In other words, we examined whether

Polarity was reduced from the Pre-Writing to Pre-Consensus

agreement judgments and whether this varied as a function

of Writing Task (why vs. how). We found a main effect of

Writing Task such that position extremity was reduced from

the Pre-Writing judgment (M = 0.84, SD = 0.66) to the Pre-

Consensus judgment (M = 0.80, SD = 0.68). Importantly, we

did not find a significant Writing Task by Polarity interaction,

F(2, 988) < 1, suggesting that the observed reduction in

position extremity did not differ across the various Writing

Task conditions.7 As a result, one should not expect there

to be a difference in belief revision based on these writing

conditions.

Next, we tested whether generating a written explanation

would lead to greater revision to the opinion of experts com-

pared to laypeople. Table 6 contains the descriptive statistics

pertinent to this analysis. We found a Source of Consensus

by Time interaction (F(1, 985) = 12.69, p < .001)8, suggest-

ing that after generating a written explanation, participants

revised more to the opinion of experts than the opinion of

7The Writing Task by Polarity by Economic Issue three-way interaction

was also not significant (F(8, 988) = 1.35, p = .215). Consequently, the

results reported in this paragraph are collapsed across Economic Issue.

8This interaction did not vary as a function of Economic Issue as the

Source of Consensus by Time by Economic Issue three-way interaction was

not significant, F(4, 981) < 1.

laypeople. Consistent with the previously described Polarity

results, we found no evidence that the observed effect var-

ied as a function of Writing Task. The three-way Source of

Consensus by Time by Writing Task interaction was not sig-

nificant (F(2, 985) < 1; Figure 1). This result demonstrates

that after writing, regardless of what participants wrote, they

proceeded to revise their normative beliefs to be more con-

sistent with the opinions of experts than the opinions of

laypeople

The lack of difference between the originally planned writ-

ten control condition (writing about why they hold their be-

lief) and the written experimental conditions (writing about

how the economic issue works or how a helicopter takes

flight) is potentially problematic for the account we are pre-

senting. So, we decided to further explore whether the con-

dition we intended to serve as a control condition truly did.

With the benefit of hindsight, we realized that when queried

for reasons why someone holds a position on an economic

issue, they may start attempting to explain how it works in-

stead. In complex and technical economic issues like the

ones presented to participants here, it may be the case that a

consideration of “why” will tend to reduce to an explanation

of “how”. For instance, it would be difficult to find an ex-

planation to the question “why do you believe a ship floats

on the water” without necessarily appealing to its underlying

mechanisms. As a result, this may be why the written why

condition reduced position extremity – because participants

were writing about how it works in their natural explana-

tion of why they believed what they believe. To explore this

possibility we had two independent, hypothesis-blind coders

read each participant’s explanation and categorized them as

an attempt to: explain how something works, why someone

believed in something, or reported stating “I don’t know” or

wrote nonsense. The results of the coding analysis revealed

that the distribution of responses between the how and why

writing conditions were nearly identical. That is, for one
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coder, 38% of participants in the related how condition ex-

plained “why” they believed what they believed, and 48% of

them explained “how” it worked. This is compared to the

42% who wrote “why” they believed it and 43% who wrote

“how” it worked in the related why condition.9 This is direct

evidence that participants found it difficult to specifically

write about how something worked or why they believed it.

In addition to the main effect of Polarity (position extrem-

ity) reduction, the results of the independent coders suggest

that the substance of what was being written about in the

Related How and Related Why Writing Task conditions was

essentially the same thing. Therefore, we believe it as ap-

propriate to treat the why condition in this study as a further

experimental condition.

5.3 Discussion

Across five different economic issues, each with a unique

level of consensus, we replicated the finding that puncturing

an illusion of knowledge (inducing a feeling of ignorance)

leads to greater normative belief revision in response to the

opinion of experts than the opinion of laypeople. In addition,

we found further evidence for the generality of the effect

that inducing a feeling of ignorance has on normative belief

updating, as even generating a written explanation about an

irrelevant topic (i.e., how a helicopter takes flight) led to the

downstream revision effect.

While Study 4 helped address the concern of stimulus

sampling, the lack of a true control condition remained an

issue. As a result, we decided to run one more study that

would contain a dedicated control condition.

6 Study 5

6.1 Method

6.1.1 Participants

We recruited 653 participants via Mechanical Turk for this

study. In addition to the recruitment restrictions imple-

mented in Study 4, potential participants could not have

previously completed any of Studies 1–4. Respondents were

mostly white (75%), an even mix of gender (51% men),

had obtained at least some level of post-secondary education

(67%), and were between the ages of 18 to 75 (M = 36.33,

SD = 11.06). Prior to analysis we removed all participants

who wrote nothing (1% of the sample). This left 246 partic-

9For the other coder while the percentage results are slightly different,

the distribution again remains identical across the related how and related

why conditions. For example, the other coder’s numbers were 51% explain-

ing why and 37% explaining how in the related how condition and 51%

explaining why and 36% explaining how in the related why condition. The

ratings of the two coders were moderately reliable (k = .42).

ipants in the experimental condition and 403 participants in

the control condition.10

6.1.2 Procedure

This study’s procedure was nearly identical to Study 4 as each

participant provided an agreement judgment, completed the

Writing Task, and then provided their agreement two more

times (see Table 1 for a brief overview of the procedural steps

of this study). The only modifications to the procedure were

to the Writing Task as it was reduced to contain only two

conditions. The Related How condition where participants

would explain how their economic issue worked remained

unchanged. The Unrelated How and Related Why conditions

were removed and replaced with a Control condition. In this

condition, participants would copy the text from a descriptive

passage that was in image form (to prevent copy and pasting).

The length of the descriptive passage was approximately

equivalent to the amount of writing entered for an average

written explanation in the previous studies.

6.2 Results

We first tested whether explaining how an economic issue

worked led to a greater reduction in position extremity across

the Pre-Writing to Pre-Consensus judgments, compared to

writing out text displayed in an image. We did not find a

significant reduction in Polarity from the Pre-Writing (M =

0.84, SD = 0.67) to Pre-Consensus judgments (M = 0.84,

SD = 0.70, F(1, 648) < 1). Furthermore, we did not find a

significant Writing Task by Polarity interaction (F(1, 648)

= 1.82, p = .177). Thus the experimental condition did

not exhibit a greater reduction in position extremity across

judgments compared to the control condition (as overall, no

reduction in position extremity was observed).

We then tested whether participants in the control con-

dition changed their agreement more to expert versus lay

opinion and whether this difference was distinguishable from

the explanation condition. Table 7 contains the descriptive

statistics pertinent to this analysis. The Time by Source of

Consensus by Writing Task interaction was not significant

(F(1, 646) < 1 (see Figure 1).11 As indicated by the position

extremity results, this result suggests that those in the expla-

nation condition did not revise significantly more to experts

versus the public compared to those in the control condition.

However, we found a main effect of Source of Consensus

such that people changed their agreement with the economic

10The discrepancy in the number of participants in each condition might

reflect a greater attrition rate for those assigned to the experimental con-

dition. We believe this might be the case as the experimental condition’s

writing task required participants to generate an explanation themselves

while in comparison the control condition’s writing task required partici-

pants only to reproduce the text in an image.

11This result does not vary as a function of Economic issue as the four-way

interaction was not significant, F(4, 630) < 1.
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Table 7: Descriptive statistics for the main judgments of Study 5 by cell.

Source of Consensus Writing Task Pre-Writing Judgment Pre-Consensus Judgment Post-Consensus Judgment

Economists Control 3.12 (1.06) 3.15 (1.07) 3.43 (1.29)

Related How 3.28 (1.05) 3.28 (1.01) 3.60 (1.08)

Public Control 3.16 (1.08) 3.08 (1.14) 3.24 (1.17)

Related How 3.17 (1.06) 3.11 (1.07) 3.26 (1.09)

Note. Means and (Standard Deviation) are provided in the table. Each agreement judgement was made on a 1

(Strongly Disagree) to 5 (Strongly Agree) scale with 3 representing uncertainty. The Control writing task had

participants reproduce a block of text that was displayed as an image. The Related How writing task asked

participants to explain how their assigned economic issue worked.

statement more to expert opinion than public opinion (F(1,

646) = 4.60, p = .032).12

In an attempt to determine whether the control condition

in this study replicated the results of Study 1 and of John-

ston and Ballard (2016), we examined whether those in the

control condition exhibited greater change in agreement in

response to expert versus lay consensus after having com-

pleted the copying-text Writing Task. Consistent with these

previous findings, the Time by Writing Task interaction was

not significant for this group (F(1, 402) = 28.42, p = .187).

This result suggests that participants in the control condition

did not privilege the opinion of experts over laypeople when

provided the opportunity for normative belief revision.

6.3 Discussion

Contrary to Studies 2–4, Study 5 failed to replicate the ef-

fect that after generating a mechanistic explanation for how

something works, people will revise their normative beliefs

more to expert consensus than public consensus. However,

when looking only at the control condition, we replicated

the finding of Study 1 and of Johnston and Ballard (2016)

that people fail to privilege the opinion of experts over the

opinion of laypeople. Apparently, Study 5 represents a case

of the experimental manipulation failing to work. However,

we aimed to provide the most comprehensive test for our

claim that exposing an illusion of knowledge leads to greater

normative belief revision to experts than when no illusion

of knowledge is punctured. To do this we compiled all the

data from our experiments and computed the main analyses

of interest.

7 Internal Meta-analysis

The compilation of Studies 1–5 produced a dataset that con-

tained responses from 2,862 unique participants. For the

12This result does not vary as a function of Economic issue as the three-

way Time by Source of Consensus by Economic issue interaction was not

significant (F(4, 630) = 1.01, p = .400).

purposes of analyses, each participant was grouped to either

the Experimental (n = 2,050) or Control (n = 812) condition.

The Experimental condition consisted of each participant in

Studies 2–4 who completed an experimental writing condi-

tion (which was all of them). This meant that participants

who explained how their economic issue worked (Related

How), how recycling in a modern US city worked (Unre-

lated How), how a helicopter takes flight (Unrelated How),

or why they held their stance on the economic issue (Related

Why), were compiled into the same group. The Experimen-

tal condition also featured the participants from Study 5 who

completed the Related How Writing Task. The Control con-

dition comprised of the participants from Study 1 and those

in the copying-text condition of Study 5. This meant that the

Control condition in this dataset represented participants in

either an “active” (Study 5) or “passive” (Study 1) control

condition. Table 8 shows the main results.

With this compiled dataset we tested our main hypoth-

esis: whether exposing an illusion of knowledge leads to

greater normative belief revision in response to expert ver-

sus public consensus than when an illusion of knowledge is

not punctured. We conducted this analysis first by looking

at respondents who received the Trade With China issue, but

the results reported below are robust when accounting for all

issues.

We found a significant Time by Source of Consensus by

Writing Task interaction (F(1, 1335) = 9.45 , p = .002; see

Figure 2).13 14 To unpack this interaction we tested whether

there was greater agreement change when provided expert

consensus compared to public consensus within each Writ-

ing Task condition (Control and Experimental). When ex-

amining the Control condition, we did not find a significant

Source of Consensus by Time interaction (F(1, 810) < 1),

13When analyzing all issues the result is highly similar (F(1, 2857) =

10.01, p = .002.)

14When conducting this test combining the data only from Studies 4 and

5 the result is non-significant (F(1, 1650) = 0.41, p = .522). However, the

results were in the expected direction as the Time by Source of Consensus

interaction for the Control condition was not significant (F(1, 402) = 1.75, p

= .187), while it was significant for the Experimental condition (F(1, 1248)

= 15.56, p < .001).
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Figure 2: Main analyses graphs unpacking the significant Source of Consensus by Time by Writing Task three-way interaction

for the compiled data set containing studies 1 – 5. The figure demonstrates that after having an illusion of knowledge exposed

(Experimental Condition, n = 2,050) individuals change their agreement in accordance with consensus information to a greater

extent when that consensus information is said to have come from professional economists compared to members of the

public. When an illusion of knowledge is not exposed (Control Condition, n = 812) people do not revise more to experts than

members of the public. Error bars in each graph represent +/- 1 standard error of the mean.

Table 8: Descriptive statistics of the main analysis for the

compiled data set.

Source of

Consensus

Writing

Task

Pre-Consensus

Judgment

Post-Consensus

Judgment

Economists Control 3.17 (1.07) 3.37 (1.22)

Experimental 3.24 (1.03) 3.54 (1.10)

Public Control 3.15 (1.09) 3.36 (1.14)

Experimental 3.21 (1.04) 3.33 (1.08)

Note. Means and (Standard Deviation) are provided in the ta-

ble. Each agreement judgement was made on a 1 (Strongly

Disagree) to 5 (Strongly Agree) scale with 3 representing

uncertainty. Consensus information reflected agreement

(and as such, higher scores). So higher scores on the Post-

Consensus judgment reflect greater change in agreement to-

ward the consensus information.

demonstrating that these participants did not change their

agreement more to the consensus of experts than the con-

sensus of laypeople. When examining the Experimental

condition, we found a significant Source of Consensus by

Time interaction (F(1, 1052) = 34.74, p < .001). Further

analyses revealed that after having an illusion of knowledge

exposed, participants changed their agreement in response

to the opinion of laypeople (t(527) = 5.62, p < .001, d =

0.15), but changed far more in response to the opinion of

experts (t(525) = 11.78, p < .001, d = 0.51). Collectively,

these results support the conclusion that, in the absence of

any manipulations exposing gaps in knowledge, people do

not revise their normative beliefs more to expert opinion

than lay opinion. However, when an illusion of knowledge

is exposed, people revise far more to the experts.

8 General Discussion

The present research focused on how people revise their nor-

mative beliefs in response to the opinions of experts (profes-

sional economists) compared to the opinions of the general

public. Study 1 replicated the finding that people adjust their

normative beliefs in response to consensus information but

do not adjust more to economists’ opinion than lay opinion.

Studies 2 and 3 showed that when an illusion of explanatory
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depth is exposed, people revise their normative beliefs far

more in response to learning the opinion of experts. In addi-

tion, Study 3 found that exposing the illusion of explanatory

depth is not topic-bound and that its exposure may induce

a general feeling of ignorance that leads to the downstream

effect of normative belief revision. Study 4 generalized the

effect of the writing manipulation across five different eco-

nomic issues each with its own unique level of consensus

and provided further evidence that it is a general feeling of

ignorance (rather than awareness of a lack of topic-relevant

knowledge) that creates the revision effect. Finally, Study 5

featured a control condition that also replicated the main find-

ing of Johnston and Ballard (2016) and Study 1. Collapsing

across all studies provides strong evidence for the contention

that one reason people do not privilege the opinion of ex-

perts is because people think that they, and by extension their

fellow members of the public, know more than they really

do.

Given the vast complexity of the world it is impossible

for any individual to know absolutely everything. Moreover,

compared to what they could know, a given individual knows

nearly nothing. Individuals must rely on the knowledge of

others if they want to obtain and maintain an accurate model

of the world. Through a web of epistemic dependence peo-

ple store their knowledge of the world in others (Hardwig

1985; Wagenknecht, 2015). One way individuals achieve

this is through transactive memory (Wegner, 1987; Wegner

et al., 1991), whereby they encode into memory not what

the exact details of a phenomenon are, but rather markers

for who is likely to hold that information. However, indi-

viduals can mistake knowing where that information might

be stored with actually understanding the information (Slo-

man & Rabb, 2016). This perhaps leads to an illusion of

explanatory depth in which people believe they can explain

phenomena to a far greater extent than they truly can (Rabb et

al., 2019). Our work is consistent with this model of human

knowledge. If individuals believe they possess the knowl-

edge of experts, there is little reason to update their beliefs

more in response to experts than to the public. They may

implicitly be asking themselves, “What does an expert know

that I do not?” Thus, while people do revise their beliefs

to consensus information somewhat, their updating behavior

suggests they fail to discriminate between experts and other

random members of the public (Coppock, 2018; Johnston &

Ballard, 2016).

Our findings suggest that confronting failure to gener-

ate a coherent explanation of a phenomenon leads people

to become aware that they are mistaking their markers of

knowledge with actual knowledge. When then provided in-

formation from more valid (experts) and less valid (general

public) sources of knowledge, people update their beliefs

more to valid sources. We found this to occur even when

the explanation failure concerned a topic unrelated to the

topic of the subsequent belief revision task. One question

that arises from this is why people revise more in response

to experts (and not just to any given opinion)? We have gen-

erated two possible explanations for the agreement-updating

behavior following the induction of a feeling of ignorance.

One possibility is that in this state, a person may ignore the

information presented from a source (rather than contrast

what they know versus what the source is saying), and in-

stead simply update toward those who more closely match

their markers for who should hold that sort of knowledge.

This is broadly consistent with evidence that suggests peo-

ple are cognitive misers and use simple heuristics to avoid

resource-intensive reflective processes (Dawes, 1976; Evans

& Stanovich, 2013; Gilovich et al., 2002; Stanovich, 2009).

Another possibility is that people flexibly integrate what

knowledge is being presented with who is presenting it. An

individual may not willingly update their beliefs in resonse

to an expert (the who) whose opinion (the what) is drasti-

cally different from the individual’s superficial knowledge

of the topic. This integration of both types of information

is consistent with research demonstrating that humans are

“good Bayesians” in a variety of domains (e.g., argumenta-

tion, Harris, et al., 2015; probability judgment, Krynski &

Tenenbaum, 2007; Turpin et al., 2020). These two contrast-

ing accounts are good candidates for future research.

Our work has implications for the behavioral conse-

quences of overestimating one’s knowledge. Much recent

research has provided timely examples of potentially insidi-

ous effects. For example, extreme opposition to genetically

modified foods has been linked to an increase in perceived

understanding and a decrease in objective knowledge about

science (Fernbach et al., 2019). In addition, people who

occupy extreme positions (as opposed to moderate) on both

the political left and right experience more certainty about

their domain-specific knowledge of an event independent of

their actual knowledge of it (which in terms of the 2016

European Union refugee crisis was not greater than that of

moderates: van Prooijen et al., 2017). People who report

knowing as much or more than doctors and scientists about

the causes of autism are highest among those with low levels

of actual knowledge about the causes of autism (Motta et al.,

2018). While exposing an illusion of explanatory depth has

been demonstrated to reduce position extremism (Fernbach

et al., 2013), our results suggest that in addition to lowering

perceived understanding, people may also be more willing

to change their minds when presented with information from

sources they deem valid. However, we are hesitant to claim

the generalizability of our findings as we have only yet pre-

sented evidence for its effectiveness within the domain of

economics.

If wisdom comes with recognizing the limits of one’s

knowledge, and the privileging of expert opinion indicates

that one does recognize these limits, then the results of these

studies indicate that experiencing doubt can indeed make

us wiser. The realization that we know much less than we
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thought seems to trigger a change in behavior which causes

individuals to weight the opinion of experts over that of lay

people. It seems that without this experience of self-doubt

many of us too often resemble the self-certain “fools and

fanatics” lamented by the late Bertrand Russell.
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