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A LOGARITHMIC PROPERTY FOR EXPONENTS OF 
PARTIALLY ORDERED SETS 

DWIGHT DUFFUS AND IVAN RIVAL 

1. I n t r o d u c t i o n . In an effort to unify the ari thmetic of cardinal and ordinal 
numbers , Gar re t t Birkhoff [2; 3 ; 4; 5] (cf. [6]) defined several operations on 
part ial ly ordered sets of which a t least one, (cardinal) exponentiat ion, is of 
considerable independent interest: for part ial ly ordered sets P and Q let PQ 

denote the set of all order-preserving maps of Q to P part ial ly ordered by 
/ ^ g if and only if f(x) ^ g(x) for each x £ (X If P is a lattice we call PQ a 
function lattice. 

One impor tan t application of exponentiat ion lies in Birkhoff's fundamental 
representation theorem for finite distributive lattices: if D is a finite distribu
tive lattice then D = 2Q where 2 denotes the two-element chain and Qd, the 
dual of Q, is isomorphic to J(D), the partial ly ordered set of join irreducible 
elements of D [3]. Our main result is inspired by this elegant representation 
theorem (see Figure 1). 

T H E O R E M . Let L be a finite lattice and let Q be a finite partially ordered set. Then 

J ( L ° ) ^ J ( L ) X Qd. 

This logarithmic proper ty provides us with a technique to reduce a problem 
concerning exponents of partially ordered sets to one concerning direct 
products of part ial ly ordered sets. Indeed, it is this technique tha t enables to 
establish several impor tan t instances of two long-standing conjectures con
cerning exponents of part ial ly ordered sets. 

For combinatorialists, cancellation law problems have long inspired fascina
t ion; the best known cancellation results for part ial ly ordered sets are con
cerned with factorizations. G. Birkhoff [2] was the first to show tha t in a 
partially ordered set with least and greatest elements any two factorizations have a 
common refinement. An induction on the length yields: in a partially ordered set 
P of finite length with least and greatest elements P = XY = XZ implies Y ~ Z. 
J. Hashimoto [8; 9] succeeded in generalizing these results by replacing the 
assumption of universal bounds by connectivity. Finally, L. Lovâsz [10] (cf. 
[11]) disclosed the complete story with an ingenious proof of a cancellation 
law for relational systems; in particular, for finite partially ordered sets P, Q and 
R, PQ = PR implies Q == R, moreover, for any positive integer n,Pn = Qn implies 
P^Q. 
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J ( N 5
2 ) ^ J ( N 5 ) X 2 

Q 

Q 

\(PQ) ^ V ( P ) X Qd 

FIGURE 1. 

The status of cancellation laws for exponents of finite partially ordered sets 
is much less satisfactory than that for factorizations. Indeed, although G. 
Birkhofï had already discussed the problem in [4] very little is known. 

Recall, a partially ordered set is bounded if it has a least and a greatest 
element. 
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T H E O R E M . Let L and K be finite lattices and let Q be a finite, bounded partially 

ordered set. If LQ ^ KQ, then L^K. 

Our second application of the logarithmic property was obtained jointly with 

R. McKenzie. 

T H E O R E M . Let P be a finite partially ordered set that is not unordered and let Q 
and R be finite partially ordered sets. If PQ = PR, then Q = R. 

If P is unordered then Q ~ R need not follow from PQ = PR. (For instance, 
let P be the two-element antichain 2, let Q be the two-element chain 2 and let 
R = 22.) E. Fuchs [7] has shown tha t if P is unordered and \P\ > 1 then 
PQ ~ PR if and only if Q and R have the same number of connected com
ponents. 

2. Pre l iminar ie s . Let A and B be disjoint partially ordered sets. The 
(disjoint) sum A + B is the set A VJ B with partial ordering t ha t induced by 
the partial orderings on A and B. A partially ordered set P is connected if 
P = A + B implies A = 0 or B = 0. P = Px + P2 + . . . + Pm is a non-
decomposable sum representation of P if Pt is connected for each i\ call P{ a 
component of P. Obviously, every finite partially ordered set has a non-
decomposable sum representation tha t is unique (up to the order of the com
ponents in the sum) [2]. For partially ordered sets Pt(i = 1, 2, . . . , n) let 
P1P2 . . . Pn (or, Pi X Pi X . . . X Pn) denote the usual direct product of 
part ial ly ordered sets. 

Many laws of ar i thmetic can be generalized to arbi t rary partial ly ordered 
s .'its. For instance (cf. [2]), 

A(B + C) ^AB + AC, 

(AB)C ^ACBC and 

AB+C g^ABAc; 

moreover, if C is connected then also 

(A + B)C^AC + Bc. 

We now dispense with preliminary remarks concerning covers in exponents 
of partially ordered sets. Recall, for elements a > b in a partially ordered set 
a > b (a covers b) if a ^ c > b implies a = c. 

Let P and Q be finite partially ordered sets. Let x £ Q and choose elements 
/ and g of PQ such t ha t f(y) = g(y) for all y 9^ x in Q. If f(x) > g(x) in P then 
/ > g in PQ. T h e converse of the s ta tement also holds. L e t / > g in PQ and let 
us suppose t ha t / and g have different values a t more than one element of Q. 
We choose y G Q minimal with respect to the property f(y) > g(y) and 
choose x Ç Q — {y} minimal with respect to the p r o p e r t y / ( x ) > g (x). Clearly, 
either x > y or x is noncomparable with y. Define a function of Q to P by 

\g(z) \iz = y. 
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To see that h is order-preserving let u < v in Q. If v = y then h(u) = f(u) = 
g(u) ^ g(y) = h(y). If u = y then h(y) = g(y) <f(y) Û f(v) = h(v). Since 
f(y) > h(y) and h(x) > g(x), we have / > h > g. Hence, / > g in PQ implies 
f(x) > g(x) for precisely one element x £ P and otherwise / = g. A similar 
argument shows t h a t / > gmPQ implies/(x) > g(x) in P. 

PROPOSITION 2.1. Le/ P and <2 be finite partially ordered sets and letf, g G PQ. 
Then f covers g in PQ if and only if there is x £ Q such that f\Q — {x} = g|(2~{xî 
and f{x) covers g(x) in P. 

Let P be a partially ordered set. The /ewg/fe of a chain C of P is defined by 

KC) = \C\-1 

and the length of P is defined by 

l(P) = sup (Z(C)|C is a chain in P ) . 

COROLLARY 2.2 (G. Birkhoff [5]). Le/ P and Q be finite partially ordered sets. 
Thenl(PQ) = /(P)-|(2|. 

Proof. In view of Proposition 2.1 the length of P G is at most l(P)-\Q\. 
Let P = {ai, a2, . . . , an\ and let cii < a2 < .. . < ak be a chain of maximum 

length in P . Now let Q = {bi, b2, . • • , ^m! and let &i > b2 > . . . > frm be a 
linear extension of Q. Define a map fitj of Ç to P by 

f r/7^ - i a *+i i f / < i 
/*'i(Ô,) " U if/ ^7 

for i = 1, 2, . . . , k — 1 a n d / = 1, 2, . . . , m. Then /^ - is an order-preserving 
map from a linear extension of Q to P ; hence, / i ? i 6 P Q . Also, it is clear that 
fij+i > fij and /î-fi,i > fi,m\ whence, upon adjoining the function which 
maps Q to ak, we have a chain of length l(P)-\Q\ in PQ. 

Actually, Proposition 2.1 and an appropriate version of Corollary 2.2 hold 
even if it is assumed only that P and Q contain no infinite chains. 

Similar arguments may be applied to establish further covering properties 
for function lattices. For instance, if Q and L are finite partially orcdred sets then 
LQ is a semimodular lattice if and only if L is a semimodular lattice. 

3. The logarithmic property. The importance of join irreducible elements 
of a finite lattice for combinatorial investigations in lattice theory is well known. 
The aim of this section is to describe the partially ordered set of all join 
irreducible elements of a finite function lattice Lp in terms of L and P (cf. 
Figure 1). 

Actually we shall attack a somewhat more general question. For a partially 
ordered set P let V(P) denote the partially ordered subset of all elements of 
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P with precisely one lower cover. (Note that J ( P ) = V(P) if P is a finite 
lattice.) 

THEOREM 3.1. Let P and Q be finite partially ordered sets. If P has a least 
element, then \(PQ) ^ V(P) X Qd. 

Proof. If P has a least element 0P then 0PQ exists and \{PQ) ^ 0 ^ V(P). 
Let L denote the set of all functions/ in PQ for which there exists x G Q and 
^ G V(P) such that 

/(,) = {« i f y ^ * 
tOP if y ^ x. 

Such a function we denote by f(a,x)- The map which assigns (a, x) tof(a,x) is an 
isomorphism of L onto V(P) X Qd. We shall show that L = \(PQ). 

Let /(a,*) G I . If g G P Q and g < f(a,x) then there exists y ^ x such that 
&M < / 6 0 = a- Since a has a unique lower cover a* in P , g(3/) ^ a*. There
fore, g ta f* where 

/•w = { / w . . i f^* 
la* 11 s = x. 

Clearly,/* G P Q a n d / > /*. It follows t h a t / G F(PQ) so that L Q Y(PQ). 
Conversely, le t / G V(PQ) and let us suppose that / (Ç) contains at least two 

distinct elements of P distinct from 0P. Let a and b be minimal elements of 
f(Q), different from 0P; then a and b are noncomparable. Let a > a* and 
6 > ô*. Choose x0 to be a minimal element of/_ 1(a) and y0 to be a minimal 
element of/_1(&). Let g and A be maps of Q to P satisfying g(z) = /(z) for all 
z ^ x0, h(z) = /(z) for all z ^ 3/0, g(^o) = a* and A(jo) = &*• To show that 
g G P e we need only show that z < x0 implies g(2) ^ a*. Since x0 is a minimal 
element of/ -1 (a) and a is a minimal nonzero element in f(Q), z < x0 implies 
/(s) = 0. Therefore, g{z) = f(z) = 0 ^ a*. Similarly, A G P Q . It is clear that 
/ > &> / > ^ a n d g 7^ h. We may now assume that /(Q) contains a least ele
ment, say a, different from 0 P . Choose b G /(Q) s u c n that & > a in /(()) . 
Again, let a > a* and b > b* ^ a in P. Let g, A be the functions defined as 
above. We show that h G PQ; whence, contrary to assumption, / d V(PQ) . 
Let z < 3/0 in Q. Since 3/0 is a minimal element of/_1(&),/(z) < 6. On the other 
hand, b > a in f(Q) and a is the minimum element in/(Q) different than 0P. 
Therefore, h(z) = f(z) g a ^ b* = h(y0). Therefore, if/ G V(PQ) then/(Q) 
contains exactly one element of P other than 0P. 

Let a be the unique nonzero member of f(Q). Let a > b and a > c in P . 
Choose a minimal element x0 in f~l{a) and let g and A be maps of Q to P 
satisfying g(s) = h(z) = /(is) for all s ^ x0, g(x0) = b and h(x0) = c. Then 
g, h £ PQ,f > g, and f > h. We conclude t h a t / G V(PQ) implies b = c; that 
is, a G V(P). 

Finally, we show that / _ 1 ( a ) n a s a minimum element (in other words, 
f~l{a) = {y G Qb ^ x} for some x G Q). Let Xi and x2 be minimal elements of 
f~l(a) and let / i and/ 2 be maps of Q to P defined by ft(z) = /(z) for all z 9^ xt 
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and fi(Xi) = a*, for i = 1, 2, where a* is the unique lower cover of a in P . 
Again, it is clear t ha t ft^PQ(i = l, 2) . I t mus t be the case t h a t fx = f2\ 
t h a t is, Xi = %2. (Note t h a t / £ V ( P Q ) may be a cons tant function. In fact this 
happens exactly when Q has a least element and f(z) = a for all z G Q and 
a G V ( P ) . ) 

COROLLARY 3.2. Le£ L fte a finite lattice and let Q be a finite partially ordered 

set. Then 

J(LQ) ^ J ( L ) X Qd. 

Again, Theorem 3.1 holds under the less restrictive condition t h a t P and Q 
contain no infinite chains. Moreover, Corollary 3.2 holds provided L satisfies 
some atomici ty condition (for example, if Ld is an algebraic la t t ice) . 

As an easy illustration of the uti l i ty of Theorem 3.1, we can derive a special 
case of one of the cancellation laws for exponents first established by AI. 
Novotny [12] (cf. [7]) : if P, Q and R are finite partially ordered sets such that P 
has a least element and \P\ > 1, then PQ ~ PR implies Q = R. By Theorem 
3.1, V ( P Q ) ÊË V ( P ) X Qd. On the other hand, \{PQ) 9Ë \(PR) implies t h a t 
V ( P ) XQd ^ V ( P ) X Rd. I t follows t ha t Q ^ R. 

4. A p p l i c a t i o n s : c a n c e l l a t i o n l a w s . We first establish the following result. 

T H E O R E M 4.1 . Let L and K be finite lattices and let Q be a finite, bounded 
partially ordered set. If LQ ^ KQ, then L ^ K. 

In the interests of brevi ty and clarity of the proof we shall adop t several 
notat ional devices. Each of the part ial ly ordered sets L, K, and Q of Theorem 
4.1 is bounded. W e shall let 0, respectively 1, s tand for the least element, 
respectively greatest element, for each of L, K, and Q. As the par t icular 
part ial ly ordered set under consideration will always be clear from the context 
there should be no confusion. Let M ( L ) denote the part ial ly ordered set of all 
meet irreducible elements of L. For a Ç L and x G Q let ax and xa be the 
elements of LQ defined by 

x, v ja if y è x 
a ( y ) = \ 0 iîy^x 

and 

x f v }a if y g x 
W if y % x. 

Observe t h a t ax Ç J (LQ) for every x G Q, provided t h a t a (E J ( L ) ; similarly, 
if a G M ( L ) , then xa e M(LQ) for every x Ç Q. 

Before proceeding with the proof, a few remarks concerning the idea behind 
it are in order. Let P ( L ) = J ( P ) V J M ( L ) and l e t L ( P ) be the normal com
pletion (Dedekind-MacNeil le completion) of a part ial ly ordered set P . Then 
L ( P ( L ) ) ^ L (cf. [1 ; 13]). Now, let 

\{LQ) = {a°\a G L) 
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and let ç be an isomorphism of LQ onto KQ. As P(A(LQ)) ^ P(L), the con
clusion of Theorem 4.1 follows if 

P(A(LQ))^P(A(KQ)). 

We shall show that, while <p(a°), a Ç J(L), need not be a member of A(KQ), it 
can, nevertheless, be associated, in a natural way, with a member of A(KQ). 

LEMMA 4.2. Let L and K be finite lattices and let Q be a finite, bounded, direct 
product nondecomposable partially ordered set. Let <p be an isomorphism of LQ 

onto KQ and let a G J(L). Then there exist b Ç 5(L), a, fi £ J(K), and a 
sequence X\, x2, . . . , xn of nonzero elements of Q satisfying the following con
ditions: 

(i) <p(a°) = ax\ <p(b°) = a0; 
(ii) <p(bXl) = ax\ <p(bX2) = ax\ . . . , <p(bXn~i) = aXn; 

{Hi) <p(bXn) = 0°. 

Proof. Observe that cp'^a0) G 3(LQ) and cp'^a0) > a0; therefore, ^(a0) = 
b° for some b G J (L) . Let < (̂a°) = ax and tp{bv) = /3Z. We claim that either 
13 = a or z = 0. Once this is established, a simple induction completes the proof 
of the lemma. 

FIGURE 2. 
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Let us suppose that z > 0 and /3^a. Asb° = cp-^a0) > <p~l(ax) = a0 it follows 
that b > a and a > (3 (see Figure 2). Observe that a G i(L) implies that au G 
J ( L e ) and < (̂aw) G J (X e ) , for every « G Ç; hence, also aw, /3M G J (X Q ) and 
£M G J ( £ Q ) , for every w G Q. Since a0 A bv = av G J(L Q ) it follows that 
<p(ay) = ax A 0* G J(i£Q) so that x V z exists in Q, say / = x V 2, and 
<p(av) = /3'. Moreover, /3Z > ft1 implies that s ^ x and a0 J &y implies that 
x $ z. Let « G Q such that u g x and « g s. Then a0 V bv g p_1(aM) ^ 6°. 
Now, <£-1(aw) G J ( £ e ) so that u = 0. In particular, x A s exists in Q and 
x A z = 0. 

Let us consider /3° in i£Q. Clearly, /3° G J(i£Q) and 0° is noncomparable with 
ax V pz = <p(a° V 6?y). Then <̂ —1(/3°) = bv for some t; G <2 satisfying 0 < i; < 
y. In addition, a* = a0 A &* and fix = ax A 0°. Let c G L such that a ^ c > 0 
and let < (̂c°) = yw. Then 7 ^ 0 : and x ^ w. Since A > 0, c° $ a". It now fol
lows that 

[0, c]Q ^ [0°, c°] 9Ë [0°, 7"] = [0, 7 F , 1 ] -

In the light of Corollary 3.2 this implies that 

J([0,c]) X ^ = J ( [ 0 , 7 ] ) X («/, l ]d . 

As c > 0, sinister is isomorphic to Qd which, by hypothesis, is direct product 
nondecomposable. Hence, either J([0, 7]) or [w, l]d is isomorphic to Qd. Since 
0 < x ^ w it follows that J([0, 7]) ^ Qd and w = 1. 

Finally, we consider the elements 

av A c° = cv > cv = av A c°, 

which are join irreducible in LQ. 
On the other hand, we then have that 

<p(C) = (3X A 71 = (0 A 7) 1 = £< A 71 = ^ ) , 

which is impossible. 

Proof of Theorem 4.1. We proceed by induction on \Q\. H Q is direct product 
decomposable, say Q = Q1Q2 then 

(LQl)Q2 ~ LQlQ2 = KQlQ2 = (KQl)Q2 

whence, by the induction hypothesis, LQl = KQ2 and, in turn, L = K, 
Therefore, we may assume that Q is direct product nondecomposable. 

We need only show that there is a weak embedding of P(A(LQ)) into 
P(±(KQ)). Indeed, we define a map ^ of P(A(LQ)) to P(A(KQ)) by 

\P(a°) = 0° 
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for a G J(L), where fi G 3(K) is the element guaranteed by Lemma 4.2, and 

Hla) = lP 

for a G M ( L ) , where /3 G M(K) is the element guaranteed by the dual of 
Lemma 4.2. 

We claim tha t \p is order-preserving. 

Let a± < &2 in J ( L ) . Then there exist bi, b2 G J(£)> «i, «2, |3i, 182 G J ( i ^ ) 
and sequences Xi, x2, . . . , xni yi, 3/2, • • • , ym of nonzero elements of Q such t ha t 
*>(ai°) = aiX l , ^(a2°) = a 2

v i ,^ (6i°) = ai°, *>(62°) = a2°, ^ i * 1 ) = <*i*2, ^ i * 2 ) = 
« i * 3 , . . . , ^ ! * » - 1 ) = «i*», ^ ( V 1 ) = a.*'2, ^ ( 6 2

y s ) = a2
y\ . . . , <p(b2

y™-i) = 

a2
v«, and p(&ix») = /V , ^(62

Vw) = j32°. Now, ax < a2 implies t ha t ai° < a2°. 
If n > 0 and ra > 0, then a i Z l < a2

yi, whence, «i ^ a2 and 3/1 ^ Xi so t ha t 
b\ < 62. In turn, this implies t ha t b\xi < b2

n and aiX2 < a2
V2 and y2 ^ x2. 

Let n ^ m ^ 0. If also m > 0 then fri*"1 < 62
ym. Now, ai*m+1 < a2° or on0 < 

a:2° and, in any case, «1° < a2°. Let m > n ^ 0. If also w > 0, then 61*" < 
b2

y\ Then ySi° < p2
Vn+1, which is impossible. Let ax G M ( L ) , a2 G J ( L ) and 

ai < a2. Let 61 G M ( L ) , «î, Pi G M ( i £ ) , and Xi, x2, . . . , xn be nonuni t 
elements of Q such tha t <p(lai) = Xlau <p(}bx) = ^ 1 , ^(X16i) = X2au <p(X2bi) 
= X3alt . . . , <p(Xn-lbi) = Xnau and <p(*n&i) = ^ i , and again let b2 G J(L), 

«2, £2 G J ( X ) , and 3^, 3>2, . . . , ym be nonzero elements of Q such tha t ^(a2°) = 
a2

vi, <p(b2°) = a2°, ^ ( V 1 ) = a2
y\ <f(b2

y2) = a2
v\ . . . , ^ V " " 1 ) = a2

v«, and 
<p(b2

Vm) = ft0. Observe tha t w = 0 if and only if m = 0. Let n > 0 and 
m > 0, then ^ « i < a2

?Vl so t ha t «i = 0, a2 = 1, and yx ^ Xi. Then b\ = 0, 
&2 = 1, and Q = [0, xx] U [3/1, 1], so t ha t Xlbi < b2

vi and X2ax < a2
V2. \i n < m 

then Xnbi < b2
Vn and ^ I < a2

Vn+1 whence Pi = 0; if n > m then Xfnbi < 62
yw and 

Xm+1ai < p2° whence p2 = 1 ; if n = m then x»bi < b2
Vn and ^ I < p2°. 

The remaining cases are similar—straightforward yet tedious. 
T h a t \p~l is order-preserving follows by symmetry . This completes the proof 

of the theorem. 

We now give a second application of the logarithmic property of exponents. 
This result was obtained jointly with R. AicKenzie. 

T H E O R E M 4.3. Let P be a finite partially ordered set that is not unordered and 
let Q and R be finite partially ordered sets. If PQ = PR, then Q = R. 

Proof. For the purposes of this proof we define the depth 5(x) of an element x 
of a partially ordered set X to be the maximum of the lengths of all chains in 
X whose least element is x. Note t ha t an element x is of maximum depth in X 
if and only if ô(x) = l(X). Also, we let [x) denote the set { ^ ^ x}. 

Let Q = Qi + Q2 + . . . + Qn and R = Ri + R2 + . . . + Rm be non-decom
posable sum representations of Q and R. 

L e t / be an element of maximum depth in PQ. Since PQ ^ pQipQ* . . . pQn 

we may i d e n t i f y / w i t h the ^-tuple ( / i , / 2 , . . • , /w) where/7- is the restriction of 
/ to Qi (i = 1, 2, . . . , n). T h e n / i is an element of maximum depth in PQi\ by 
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Corollary 2.2, 8(ft) = l(P)-\Qi\- It follows that/*((?<) contains only elements 
of maximum depth in P . Since a set of elements of maximum depth must be 
unordered and/*(()*) is connected, fi(Qi) must be a singleton. Let fi(Qi) = 
{a,} for at£ P satisfying ô(at) = l(P) (i = 1, 2, . . . , n). Clearly [/<) ^ 
[aO^1'. Observe that [/) == I l ^ i [/*) ; whence, applying Theorem 3.1, we have 

v(t/))^v(n [/.)) 

= E v([/<)) 

= Ê V([a4)) X Qf. 
1 = 1 

(A few remarks concerning this calculation are in order: the hypothesis that 
P is not unordered ensures that <5(a0 > 0; whence, V{[at)) ^ 0 (i = 1, 2, 
. . . , n) ; also V(ITLi [ft)) = 21=1 V([/7:)) is a consequence of the fact that an 

element (xi, x2, . . . , x j of a direct product of finite partially ordered sets 
Xi, X2, . . . , Xn, each with a least element 0Xi, has a unique lower cover if 
and only if there exists iQ such that xt = 0Xi for all i =̂  io and xiQ £ V(X*0).) 

Let <̂  be an isomorphism of PQ onto PR and l e t / be as above. Then <p(f) = 
g = (#i> ^2, . . . , g™) is a function of maximum depth in PR. Moreover, gj 
must be a constant function on Rj\ gj(Rj) = {bj}, say, where 8(bj) = /(P) 
(j = 1, 2, . . . , m). Again 

m 

v(k ) )^ E V([6, - ) )XP/ . 
J=I 

Since <p(f) = g, [/) ^ [g) ; hence, 

(i) E v(M) x <2/^ v([/)) ^ v([g)) = E v([6,)) x i?/. 
2 = 1 ; = 1 

We claim that Q and R have the same number of connected components. 
Each n-tuple (ai, a2, . . . , an) of elements of maximum depth in P induces a 
function of maximum depth in PQ: namely, the m a p / of Q to P defined by 
f(y) = di for all y £ Ç* (i = 1, 2, . . . , n). Of course, the same observations 
hold for functions of maximum depth in PR. If D denotes the set of all elements 
of maximum depth in P , then the number of elements of maximum depth in 
PQ (and PR) is \D\n = \D\m. If \D\ > 1 then n = m ; that is, Q and R have the 
same number of connected components. If \D\ = 1 then Q ~ R follows from 

a). 
Summing (1) over all a = (ai, a2, . . • , an) £ Dn and, using the distributivity 

of product over disjoint sum, we obtain 

(2) t ( E V([a,.))) X <2/^ Ê ( E V([6,))) X i?/. 
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(Here we identify/ Ç PQ of maximum depth with the ordered w-tuple a G Dn 

of its images and we take <p(a) = b.) From this it follows that 

(3) (iDr1- Z V([a))) X Q"^ (|Z?r l- E V([6))) X i?d. 

Applying the cancellation law for products to (3) we conclude that Q = R. 
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