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Abstract

Mentalizing, a dynamic form of social cognition, is strengthened by language experience. Past research has found that bilingual children and adults outperform monolinguals on mentalizing tasks. However, bilingual experiences are multidimensional and diverse, and it is unclear how continuous individual differences in bilingual language experience relate to mentalizing. Here, we examine whether individual differences in bilingual language diversity, measured through language entropy, continuously pattern with mentalizing judgments among bilingual adults, and whether this relationship is constrained by first vs. second language reading. We tested sixty-one bilingual adults on a reading and inference task that compared mentalizing judgments of mental state inferences across all readers, and that L2 readers attributed more mentalizing to logical inferences compared to L1 readers. Together, we found evidence of a positive relationship between continuous individual differences in bilingual language diversity and mentalizing.

Introduction

Mentalizing is a dynamic and flexible form of social cognition that aids in the understanding of others’ intentions and actions. Its dynamic nature arises from nuances in situational context or life experience that alter mentalizing in some way, even during adulthood (e.g., Dumontheil, Apperly & Blakemore, 2010; Valle, Massaro, Castelli, Sangiuliano Intra, Lombardi, Bracaglia, & Marchetti, 2016). In some situations, such as negative interactions with out-group members, mentalizing may be de-emphasized or withheld (leading to dehumanization). Conversely, mentalizing may be strengthened through other experiences and individual differences that focus on understanding others (Baimel, Birch & Norenzayan, 2018; Conway, Coll, Cuve, Koletsis, Bronitt, Catmur & Bird, 2019; Harris, 2017; Kidd & Castano, 2013; Slaughter & Repacholi, 2003). Across the lifespan, greater language proficiency boosts mentalizing performance (Milligan, Astoning & Dack, 2007; Pyers & Senghas, 2009; Warnell & Redcay, 2019), and some work has linked bilingualism, as a categorical variable, to stronger mentalizing skills (e.g., Antoniou, 2019; Sperber & Wilson, 2003, Kovács, 2009). In this paper, we further investigate the relationship between bilingualism and mentalizing, by examining how a continuous individual difference in bilingual language experience – specifically, language diversity – relates to mentalizing among bilingual adults.

Mentalizing, which contributes to Theory of Mind, manifests through inferences or deductions about the thoughts, feelings, beliefs, and goals of another person (Frith & Frith, 1999; Harris, 2017). Importantly, it plays a role in how inferences are shaped, and how predictions of others’ behaviours occur (Apperly, 2008; Premack & Woodruff, 1978). Accordingly, mentalizing helps us answer the question of why someone may do or say something (or not do or say something). As a result, mentalizing is directly implicated in many real-world scenarios including the detection and use of sarcasm and irony in everyday conversation (e.g., Antoniou, 2019; Sperber & Wilson, 2002; Tiv, Rouillard, Vingron, Wiebe & Titone, 2019; Tiv, Deodato, Rouillard, Wiebe & Titone, 2020).

Among adults, past work on mentalizing has largely relied on a limited number of tasks or measures. These have included questionnaires (e.g., Baron-Cohen & Wheelwright, 2004; Davis, 1980; Jolliffe & Farrington, 2006), false belief tasks (Sally and Anne task; Baron-Cohen et al., 1985), false belief stories (e.g., Conway et al., 2019; Fletcher, Happé, Frith, Baker, Dolan, Frackowiak & Frith, 1995; Kanske, Böckler, Trautwein, Pariyen Lesemann & Singer, 2016; Pino & Mazza, 2016; Saxe & Kanwisher, 2003), Reading the Mind in the Eyes task (Baron-Cohen, Wheelwright, Hill, Raste & Plumb, 2001), the Director Task (Dumontheil et al., 2010), Attribution of Intentions task (Sarfati. Hardy-Baylé, Besche & Widlöcher, 1997), the Multifaceted Empathy Test (Dziobek, Rogers, Fleck, Bahnemann, Heekeren, Wolf & Convit, 2008), and others (e.g., Todd, Simpson & Tamir, 2016). Although the majority of
these studies have used linguistic stimuli to assess mentalizing (e.g., stories, conversations, essays), few have addressed mentalizing from a linguistic perspective (cf. Ferstl & von Cramon, 2002). Indeed, mental state inferences are “first and foremost inferences” (Harris, 2017) – meaning that they are conclusions people reach by integrating prior evidence, which often take shape as linguistic text or speech.

**Linguistic inferences**

Inference-making occurs automatically at all levels of language processing. Inferencing is particularly crucial during text comprehension as readers construct a situation model, or mental representation, of what the text is about (Graesser, Singer & Trabasso, 1994). Locally, inferences contribute to the coherence between words, aiding in pronoun-antecedent bridging and case role assignment of nouns. Beyond building local coherence, inferences can be elaborative and relate to the global structure of the text, thereby contributing to meaning that is pragmatically “between the lines” (Graesser et al., 1994; reviewed in Snow, 2002). These pragmatic inferences typically occur across sentences and involve using prior knowledge to fill in missing information that is implied by the text, often to establish explanations for behaviors or actions (Gaesser et al., 1994; Harris & Monaco, 1978; Johnson-Laírd, 1993; Kispal, 2008). Indeed, prior knowledge for coherence may be based in logical, non-social aspects of the context, including general world knowledge of causality (e.g., if X then Y). However, coherence may also be achieved by drawing upon mentalizing or privileged information in an actor’s mind that is subsequently used to explain her observable behaviors in reality (e.g., she did X because Y) (Astoni & Gopnik, 1988; Gaudreau et al., 2015). Distinguishing these two forms of pragmatic inferences (logical vs. mental state) is critical in understanding the unique contributions of mentalizing, as opposed to non-mental-state coherence building during text comprehension.

Pragmatic inferences can take many forms during language processing, particularly when an implicit meaning, or implication, is intended by a speaker or writer (Antoniou, 2019; Spéder & Wilson, 2002). Interestingly, greater second language experience or proficiency have been reported to enhance implicature performance (reviewed in Antoniou, 2019), particularly in the form of metaphorical and ironic language (e.g., Johnson & Rosano, 1993; Tiv et al., 2019b; 2020). For example, past work from our group examined the relationship between continuous bilingual language experience and verbal irony, which is a common form of implication that depends on mentalizing for successful comprehension (Banasiak, 2013; Filippova & Astoni, 2010; Spéder & Wilson, 2002). Specifically, Tiv et al. (2019b) found that greater second language proficiency patterned with greater self-perceptions of general sarcasm use (across all known languages). Tiv et al. (2020) found a similar link between greater second language proficiency and more sensible judgments and faster response times to non-canonical irony forms in the first language. These are among the few studies that have examined the role of continuous, individual differences among bilinguals on processes that involve the building blocks of mentalizing.

**Mentalizing and bilingualism**

There is a growing literature demonstrating that bilinguals categorically exhibit greater mentalizing capacities than monolinguals across the lifespan. First, among children, bilinguals consistently outperform monolinguals in the classic Sally–Anne false belief task across many language pairs and regions (e.g., Goetz, 2003; Kovács, 2009; Rubio-Fernández & Glucksberg, 2012), which was corroborated by a meta-analysis that controlled for differences in language proficiency between the groups (Schroeder, 2018). Next, among adults, bilinguals also exhibit less egocentric bias than monolinguals in a visual world adaptation of the Sally–Anne false belief task (Rubio-Fernández & Glucksberg, 2012), in a spatial perspective-taking task (Navarro & Conway, 2020), and within academic writing (Hsin & Snow, 2017). Lastly, among older adults, bilinguals in Singapore (i.e., a highly multilingual context) maintain accuracy and efficiency when forming pragmatic inferences, but monolinguals in the United Kingdom, where monolingualism is more prevalent, demonstrate an age-related decline in making pragmatic inferences (Sundaray, Marinis & Bose, 2018; cf. Antoniou & Katsos, 2017).

While the reported links between bilingualism and mentalizing are compelling, there are two discernible limitations of past work. First, many have evaluated mentalizing through the traditional false belief paradigm (e.g., Sally and Anne Task), which may not capture all aspects of mentalizing (e.g., Bloom & German, 2000). Second, and more critically, these studies generally compare bilinguals to monolinguals monolithically, which undercut the vast diversity in language experience found within each group and contributes to the dominant ideology of monolingualism as a gold standard (Baum & Titone, 2014; Gullifer & Titone, 2019, 2020), or monolingual hegemony (e.g., Ortega, 2018). Indeed, bilinguals (and monolinguals) vary in meaningful and consequential ways within group. For example, consider two proficient English–French bilinguals: Fatima uses English for most of her everyday life but speaks in French with her grandparents on the phone. Maryam uses both English and French across all her social circles. A typical group comparison would categorize these two experiences as “bilingual”, but it is plausible that Maryam’s consistent recruitment of multiple languages has cultivated greater attention to environmental social cues in predicting the linguistic preferences of her conversational partners, which over time may exercise her mentalizing capacity. To mitigate the erasure of these and other important individual differences, more and more studies are relying on the continuous, rather than categorical, assessment of bilingual language experiences (discussed in Gullifer & Titone, 2020).

One relatively new, continuous measure is language entropy, introduced by Gullifer and Titone (2019), to characterize language diversity. This characterization applies Shannon’s Entropy from Information Theory, a measure of diversity or overall uncertainty in a system, to quantify the distribution of usage across all known languages (also used in Bice & Kroll, 2019; De Bruin, 2019). We can apply this principle to the previous example of Fatima and Maryam: Maryam, who uses English and French in a fully balanced manner (50–50), has high entropy, meaning that at any point in time she has an equally likely chance of using any of her two languages (maximal uncertainty). In contrast, Fatima, who is functionally monolingual in English, has low entropy, meaning that there is more certainty in her language use. Language entropy captures the overall balance of multilingualism more efficiently than proportion of usage, and it is robust to cases where more than two languages are used. For example, now imagine that Fatima and Maryam each grew up with three languages but now do not use their first language (L1). On the surface, both of their proportion of L1 use would be 0; however, Fatima may actively use her second (L2) and third (L3) languages (high multilingualism), whereas Maryam only actively uses her L2
(functional monolingualism). These nuances would be reflected through language entropy, but not in proportion of L1 usage or other language-specific measures.

Thus, language entropy can quantify the degree of bilingualism, in terms of people’s experiences navigating dual-language social environments. Gullifer and Titone (2020) found that greater environmental linguistic diversity, as measured through entropy, predicts stronger proactive executive control in particular, suggesting that this index relates to attendance of contextual information, including social context. Similarly, Fan, Liberman, Keysar, and Kinzler (2015) identified that diverse sociolinguistic environments enhance mentalizing capacities, even among monolinguals, implicating the social consequences of bilingualism on flexible social cognition (the social-pragmatic account of bilingual social cognition; see also Tiv et al., 2019b, 2020). Collectively, these findings provide further evidence that greater bilingual experience may globally (i.e., not specific to operating in one language) promote pragmatic awareness and attention to social information – core components of mentalizing. Thus, we hypothesize that through this enhanced social-pragmatic flexibility, greater language diversity will relate to stronger mentalizing skills among bilingual adults.

Despite expected global facilitation of bilingualism on mentalizing, we return to Harris’ (2017) point that mental state inferences are "first and foremost inferences," meaning that they are influenced by low-level linguistic processing and language proficiency. Some research has revealed that low L2 fluency relates to greater difficulty in making "complex inferences" (i.e., pragmatic inferences) during text reading, whereas high proficiency L2 readers are more likely to draw these inferences (Horiba, 2016; Rai, Loschky, Harris, Peck & Cook, 2011). Others have found that readers construct stronger situation models during L1 reading compared to L2 reading (Zwaan & Brown, 1996). In contrast, some research has shown that the social benefits of bilingualism during language processing may compensate for or outweigh language-specific challenges (e.g., Antoniou, 2019; Ramirez-Esparza, García-Sierra & Jiang, 2020; Verhagen, Grassmann & Küntay, 2017). For example, Foucart, Garcia, Ayguasanoa, Thierry, Martin, and Costa (2015) found that, during online sentence reading, late L2 readers relied more on speaker identity during text comprehension than L1 readers, suggesting a heightened sensitivity to social, pragmatic, and contextual information. Thus, it is possible that the relationship between bilingual language experience and mentalizing may be constrained by whether the reader is processing in their first or second language, even if all readers are collectively bilingual. The consideration of L1 vs. L2 reading should be underscored in task designs that are inherently linguistic (i.e., rely on language processing, such as text comprehension), such as the present work (see also Tiv et al., 2019a for L1/L2 differences in figurative language reading).

**Present study**

We used a two-sentence vignette reading and judgment task to assess the extent to which logical, mental state, and incoherent (control) inferences were rated as coherent and reliant on mentalizing. For example, if a character was said to "lock the front door", the preceding context sentence may have been that she "took out the house keys" (logical), "read about the increase in crime" (mental state), or "had a fancy pencil case" (incoherent).

In this paper, we pose three key questions. First, do individual differences among bilingual readers in language diversity, as reflected by language entropy, relate to their mentalizing ratings? Here, we compare coherence and mentalizing ratings for logical vs. mental state inferences. Given past findings on the social consequences of bilingualism on mentalizing (e.g., Fan et al., 2015), we predict that greater language diversity will pattern with higher mentalizing and coherence ratings to mental state inferences, in particular. Second, does the relationship between language diversity and mentalizing ratings vary as a function of L1 vs. L2 reading? Based on past evidence of L2 sensitivity to social information, we expect that L1 readers may surpass L2 readers in detecting coherence among logical inferences, but that L2 readers’ reliance on social information will facilitate their detection (i.e., higher ratings) of coherence and mentalizing among mental state inferences. Third, are there observable differences in global reading time when readers encounter logical vs. mental state inferences in a short vignette context? We hypothesize that reading times for mental state inferences may be longer than logical inferences, due to processing costs, for all readers, but that this relationship may be mediated by individual differences in bilingual language experience.

**Methods**

**Participants**

Sixty-six healthy bilingual adults were recruited from, and lived, in the linguistically diverse city of Montréal, which is situated in Québec, Canada. Québec’s provincial government is officially French speaking (i.e., French is the legal language). At the national level, Canada has two official languages: English and French. As a result of this – among other factors, such as proximity to the northern states of the U.S.A. where English is a dominant language, as well as Indigenous nationhood, globalization, urbanization, and immigration – many languages can be overheard in Montréal. Nevertheless, legal mandate from the province directs that all businesses, street signs, and advertisements predominantly feature French. Taken altogether, most inhabitants of the city experience some degree of exposure to multiple languages, even if they themselves do not use these languages to communicate within their network.

We recruited participants using flyers, online advertisements, and word of mouth. Recruitment materials indicated that eligible participants would be comfortable reading sentences in English and French (although all materials were in English). Following data preprocessing, we discarded five individuals who demonstrated excessively long or short response times (see Data Preprocessing). This left us with sixty-one bilingual adults aged 18–35 (mean age = 21.7 years). Of this sample, 47 individuals selected female as their gender, ten male, and four queer or non-binary from the options provided (see Table 1). The racial-ethnic composition of the sample was predominantly White (40). Of the remainder, seven selected East Asian, three Black, two Middle Eastern, one Southeast Asian, and seven Multietnic (one individual preferred not to respond) from the options provided (see Table 1). The majority of participants were enrolled in an undergraduate program (51), three had completed a high school or college education, and seven were in or completed their graduate studies.

We operationally defined language group (L1 vs. L2) by age of English acquisition. We categorized anyone who was exposed to English in their first year of life as in the L1 English group, and anyone who was exposed to English after their first year of life as the L2 English group. Individuals who were exposed to
English (the language of the task) and another language in the first year of life (simultaneous bilinguals) were excluded from analysis. The L1 English group comprised thirty-one participants who also acquired knowledge of one or more additional languages later in life. The thirty L2 English group participants reported being exposed to a language other than English in their first year of life and acquiring English (and sometimes additional languages) later in life. Among them, twenty-seven had French as their first language, one had both French and Arabic as the first languages, and two others were exposed to Mandarin or Bengali in their first year of life. All participants self-reported a comfortable working proficiency of English. In total, twenty-eight participants reported knowing two languages, twenty-two reported knowing three languages, and eleven reported knowing four languages. Additional information about the two language groups can be found in Table 1.

**Materials**

The text materials were originally created for this experiment and future eye tracking follow-up studies, though some were slightly adapted from past work (e.g., Ferstl & von Cramon, 2002).
Nadig & Ozonoff, 2007; Lavoie, Vistoli, Sutliff, Jackson & Achim, 2016). The texts consisted of 138 sentence-pair item sets, in three inference type conditions (see Table 2 for examples). Each item was composed of two sentences: the context and the action. The first was a context sentence, which was unique across the three condition types and described a situation involving a character. In contrast, the second was an action sentence, which was identical across the three condition types and described an action that was either somehow related to the first sentence or unrelated to the context. This meant that the second sentence of all three conditions began with a gender consistent subject pronoun (80% of items) or possessive pronoun (20% of items) referring back to the character in the context sentence (The gender of the character was controlled within items to account for any potential intergroup effects, and the perceived gender of each character was measured at the end of the task.). By constructing the items in this manner, we ensured that any differences in reading behavior of the target action sentence in future eye tracking work would be conducted on a set of literally identical words whose pragmatic meanings change as a function of the preceding, non-target context sentence. This design gave rise to 552 unique sentences (414 unique contexts + 138 unique actions) with an average of 13 words across both sentences – available on the Open Science Framework: https://osf.io/m2h93/

The critical difference across the three conditions was the type of inference required to connect the context and action sentences. In the logical condition, the context and action sentences could be connected through a non-social logical, causal, or deductive inference. Some of these inferences involved physical cause/effects, a logical action sequence, or some type of non-social bodily response like shivering from being in the cold (see Van Overwalle, 2011 for a discussion of how these physical inferences about people do not engage mentalizing brain regions). For example, in “Jane took out the house keys. She locked the front door that day”, the logical inference may be that Jane used the house keys to lock the front door. Indeed, given that the logical inference condition, just as the other two conditions, featured the actions of a human character, it is possible that the reader experienced some degree of mentalizing. However, the logical condition was designed to rely substantially less on mentalizing than the mental state condition, which we affirmatively tested as a manipulation check.

In the mental state condition, the context and action sentences were designed to be connected through an inference involving an understanding of the character’s mental state, emotions, intentions, goals, and beliefs. Critically, the action was identical to the logical inference, but the context differed, which we expected would give rise to an inference that relied more on how the character is feeling or thinking. For example, in “Jane read about the increase in crime. She locked the front door that day” one might infer that Jane’s mind was preoccupied with nervous thoughts of someone breaking into her home, which motivated her action to lock the front door. In designing these inferences, we strove to capture a wide range of emotional and cognitive experiences, from fear and sadness (Table 2) to joy and excitement. Whereas in some items there was explicit or implicit mention of a second character (e.g., a potential burglar in this example), this was not the case across all items (e.g., Example 2 in Table 2).

The third condition served as a baseline control for situations in which no explanatory inference could have easily connected the context and action sentences (excluding the pronoun-antecedent bridging inference to the character’s name). In this incoherent condition, the context was created to be disconnected from the action, which was still identical to the logical and mental state conditions. For example, in “Jane had a fancy pencil case. She locked the front door that day” no clear explanatory inference would aid in connecting the relationship between the pencil case and locking the front door.

Given that a future goal was to track on-line reading of these items with eye tracking, we added additional words that did not change the meaning of the sentence to the end of the first sentence, as a spillover processing region (e.g., Poyner & Morris, 2003). These words all conveyed generic, temporal information such as “that day” or “in that instant.” Additionally, in some items, we used a definite article (e.g., “the front door”) where a possessive article may have sounded more natural (e.g., “her front door”). We did this for two reasons: first, to avoid additional pronoun-antecedent bridging demands on the reader, and second, to be consistent about the amount of gender-revealing information in the item in order to avoid inter/intragroup mentalizing differences (e.g., Todd, Hanko, Galinsky & Mussweiler, 2011; Todd et al., 2016).

### Language History Questionnaire

All participants completed a short language history questionnaire created by our group, which probed various aspects of their language experience and demographic background. For example, the questionnaire assessed at what age each language was first acquired, what percent of each day each language was used, and whether each language was still being used. The responses to this questionnaire were used to divide the sample into L1 vs. L2 readers and compute language entropy (see Computing Language Diversity through Language Entropy).

---

**Table 2. Two example items in the three inference type conditions (logical, mental state, and incoherent). The first sentence (context) varies across inference type conditions, but the second sentence (action) is identical across inference type conditions.**

<table>
<thead>
<tr>
<th>Example</th>
<th>Logical Inference</th>
<th>Mental State Inference</th>
<th>Incoherent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 1</td>
<td>Sentence 1 (Context)</td>
<td>Jane took out the house keys.</td>
<td>Jane read about the increase in crime.</td>
</tr>
<tr>
<td>Sentence 2 (Action)</td>
<td>She locked the front door that day.</td>
<td>She locked the front door that day.</td>
<td>She locked the front door that day.</td>
</tr>
<tr>
<td>Example 2</td>
<td>Sentence 1 (Context)</td>
<td>Mark turned down the music at home.</td>
<td>Mark received the bad news at home.</td>
</tr>
<tr>
<td>Sentence 2 (Action)</td>
<td>His apartment got much quieter that day.</td>
<td>His apartment got much quieter that day.</td>
<td>His apartment got much quieter that day.</td>
</tr>
</tbody>
</table>
Procedures

All participants provided written consent prior to participating in the experiment. The materials and procedures in this experiment were approved by the McGill Research Ethics Board. First, participants completed the inference reading task, which involved reading the text materials described above and making two judgments about each item. Prior to the start of this task, all participants completed six practice trials and were ensured by the researcher to have understood the instructions. In this task, participants were randomly presented with an item in one of the three conditions, which appeared in full on the computer screen. Participants were instructed to silently read for comprehension and press the spacebar when they had done so. There was no upper time limit for global reading time, which coarsely measured comprehension time for the entire item. Following the press of the spacebar, the first judgment question on linguistic coherence between the context and action sentences appeared below the item which remained on the screen. Here, participants were asked to rate whether there was a relationship between the sentences, from 1 (not at all) to 5 (completely). Participants indicated their choice by pressing a number on the keyboard, and we measured their response time to this probe (see Supplementary Materials for all reaction time results). From there, a second judgment question replaced the first question on the screen, while the item still remained on the screen. Here, participants were asked to rate to what extent the relationship between the sentences relied on mentalizing. Mentalizing was defined to all participants at the start of the task as meaning consideration of the thoughts, beliefs, emotions, and goals of the story character. Again, participants rated the need for mentalizing on a scale of 1 (not at all) to 5 (completely) by pressing a number on the keyboard while the response time was measured. At that point, participants moved on to the next item and repeated this exercise for all 138 items. Each item only appeared in one of the three inference type conditions, and the presentation order of items was randomly shuffled for each participant.

Computing language diversity through language entropy

Through the language history questionnaire, participants listed all the languages that they knew. Then, they indicated approximately for what percent of all daily conversations they used each of their known languages (all languages totalling 100%). For example, a participant may have indicated that they know English, French, and Farsi and use these languages in the following manner: 90% English, 5% French, and 5% Farsi. We calculated general language entropy, or language diversity, from the self-reported responses to the languages that they knew. Then, they indicated approximately how much they knew English, French, and Farsi and use these languages in the following manner: 90% English, 5% French, and 5% Farsi. We calculated general language entropy, or language diversity, from the self-reported responses to this question using the languageEntropy package in R (Gullifer & Titone, 2018). This calculation is based on the following equation:

$$H = -\sum_{i=1}^{n} P_i \log_2 (P_i).$$

Here, \(n\) represents the total possible languages (\(n = 3\) for English, French, Farsi), and \(P_i\) represents the proportion that language, is used (\(P_{\text{English}} = 0.9, P_{\text{French}} = 0.05, P_{\text{Farsi}} = 0.05\)). The total sum is multiplied by \(-1\) to render a positive entropy value. The language entropy score of this particular example would be 0.569. The lower bound of entropy is zero, indicating that one language is used 100% of the time (functional monolingual). When the total number of possible languages is two, the upper bound of entropy is one, indicating maximal language entropy (50% one language, 50% other language). As the total possible number of languages increases (e.g., the English, French, Farsi trilingual described above), the upper bound of entropy also slightly increases.

Results

Data preprocessing and analysis

Prior to data analysis, we undertook a series of item-level, subject-level, and trial-level preprocessing steps. These steps yielded the removal of three out of 138 total full item sets (resulting in 135 analyzed items), one full participant, four participants’ reaction times, and single trials that were slower than 10 seconds or faster than 500 ms. This left us with 61 participants (31 English L1, 30 English L2) for the judgment responses, and 57 (29 English L1, 28 English L2) for global reading time and the judgment reaction times. We considered the possibility that the methodological choice of having participants find the corresponding number key for their ratings may have resulted in noisy reaction time data. Additional noise may have been added to the reaction times because participants were asked to make multiple, subsequent judgments to the same item probe and may have been thinking about one rating as they reacted to the other one. For these reasons, we reported the results of the reaction time data in the Supplementary Materials, along with more specific details on the preprocessing steps.

All data were analyzed with linear mixed-effects regression models using the lme4 package in R (Bates, Maechler, Bolker & Walker, 2014). Prior to examining the role of individual differences in bilingual language experience on mentalizing, we conducted a manipulation check of our items. To do this, we ran three maximal random effects (by-item and by-subject intercepts and slopes) models with inference type (helmert coded) as the sole predictor of coherence rating, mentalizing rating, and global reading time across all participants (Matuschek, Kliegl, Vasishth, Baayen & Bates, 2017). To account for length differences across items, global reading time was standardized in two ways. First, we simply divided total reading time (ms) by the total number of characters for each item. Alternatively, we included total number of characters as a random slope by-subject. Since no differences were detected between these approaches, we report the first method in the manuscript and provide the results of the second method in Supplementary Materials. In the event that a model failed to converge, we dropped random slopes, as outlined by Barr, Levy, Scheepers, and Tily (2013), until convergence was achieved. Following the manipulation check, we will only report higher order interactions with individual difference variables to avoid repetition.

Following the manipulation check, we constructed a multi-level model that was tested separately for each dependent variable of interest (coherence rating, mentalizing rating, and global reading time. For coherence and mentalizing reaction times, see Supplementary Materials). This model coded for a three-way interaction between inference type (3 levels: logical, mental state, and incoherent), language diversity (scaled), and language group (2 levels: L1 vs. L2 English), and it included daily percent English use (the language of the task, scaled) and trial order (scaled) as continuous covariates. For the two categorical variables, language group was treatment coded with L1 English as the baseline and the three-level inference type variable was Helmert coded, such that the first contrast reflected the difference between logical vs. mental state inferences (C1-Log/Men) and the second contrast reflected the difference between the mean of logical and mental state inferences (coherent inferences) vs. incoherent (C2-Co/Inc). This approach allowed us to assess subtle differences between logical and mental state inferences, which was a primary goal of this work, and also examine general
differences between sentence pairs that were created to be coherent (logical or mental state inferences) from those that were not (incoherent).

In these individual difference models, random effects structures were again built for both subjects and items so that we could generalize beyond our sample and item set. However, given that our primary aim was to affirmatively test for the role of specific subject-level individual differences in language diversity, we calculated all individual difference models with random intercepts-only. Full model outputs are available in Supplementary Materials, and analyses are available on the Open Science Framework: https://osf.io/m2h93/

Manipulation check

The linear mixed-effects regression assessing coherence ratings detected a significant main effect of condition at both contrasts (C1-Log/Men: β = −0.239, SE = 0.032, t = −7.402, p < 0.001; C2-Coh/Inc: β = −1.024, SE = 0.0227, t = −45.173, p < 0.001), indicating that incoherent items were perceived as less coherent than all coherent items and mental state items were perceived as less coherent than logical items. The subsequent model assessing mentalizing ratings (by-item slope was dropped to achieve convergence) also detected a significant main effect of condition at both contrasts (C1-Log/Men: β = 0.707, SE = 0.051, t = 13.871, p < 0.001; C2-Coh/Inc: β = −0.411, SE = 0.063, t = −6.519, p < 0.001), indicating that incoherent items were perceived as needing less mentalizing than all coherent items and mental state items as needing more mentalizing than logical items, as expected. Lastly, the model assessing global reading time (standardized, log-transformed) detected a significant main effect of condition, but only in the contrast between coherent (logical and mental state inferences) vs. incoherent items (C2-Coh/Inc: β = 0.013, SE = 0.006, t = 2.225, p = 0.029). This effect indicates that incoherent items were generally read more slowly than coherent items, but there was no detectable reading time difference between logical and mental state items. Taken together, we found evidence that our inference type manipulation effectively dissociated the three types of inferences on coherence and mentalizing.

Coherence rating

First, we computed a linear mixed-effects regression model to predict coherence rating (1 = no coherence, 5 = full coherence), where participants were asked whether there was a relationship between the two sentences of the item. This model detected a two-way interaction between the inference type and language group specifically at the second contrast (C2-Coh/Inc: β = 0.095, SE = 0.015, t = 6.248, p < 0.001). Here, L1 and L2 readers differed in their perceptions of inferences that were generally coherent (mean of logical and mental state) from inferences that were incoherent. Follow-up t-tests on only incoherent vs. logical/mental state item subsets revealed that averages for both subsets differed across L1 and L2 readers (Incoherent: t(2445.1) = −3.01, p = 0.003; Logical + mental state: t(5037) = 8.09, p < 0.001). Thus, L2 readers rated incoherent items as more coherent, and they rated all coherent items (mean of logical and mental state inferences) as less coherent, compared to L1 readers. We did not detect any effects of language diversity on coherence ratings. The fixed effects of this model accounted for 72.4% of variance of the data (marginal R²), and the fixed and random effects of this model accounted for 76.9% of variance of the data (conditional R²).

Mentalizing rating

Next, we computed a linear mixed-effects regression model to predict mentalizing rating (1 = no mentalizing, 5 = full mentalizing), where participants were asked to what extent the relationship between the sentences depended on mentalizing, or the understanding of the character’s thoughts, behaviors, goals, and emotions. This model detected several significant interactions between inference type, language diversity, and language group: inference type x language diversity at both contrast levels (C1: Log/Men = β = 0.087, SE = 0.031, t = 2.827, p = 0.005; C2: Coh/Inc = β = −0.074, SE = 0.018, t = −4.165, p < 0.001), inference type x language group at both contrast levels (C1: Log/Men = β = −0.173, SE = 0.040, t = −4.276, p < 0.001; C2: Coh/Inc = β = −0.078, SE = 0.023, t = −3.332, p < 0.001), and inference type x language diversity x language group only at the second contrast (C2: Coh/Inc = β = 0.114, SE = 0.023, t = 4.798, p < 0.001). We will first review the separate two-way interactions with language diversity and language group (i.e., no 3-way interaction) that affirmatively involved logical and mental state inferences (C1: Log/Men), given that dissociating these inference types was of primary interest in this paper.

From observing the interaction between inference type and language diversity in Figure 1 (panel B), it seemed that greater language diversity patterned with higher perceptions of mentalizing only to mental state inferences (i.e., not logical inferences), regardless of whether one was a first or second language reader (panel C). To statistically confirm this, we conducted follow-up simple linear regressions on the logical and mental state inference subsets. These models confirmed that language diversity was only related to changes in mentalizing rating of mental state (β = 0.121, SE = 0.027, t = 4.56, p < 0.001) and not logical inferences (β = 0.034, SE = 0.028, t = 1.22, p = 0.221). This suggested that greater language diversity enhanced mentalizing ratings of mental state inferences.

We also observed the interaction between inference type and language group from Figure 1 (panel A). Here, the difference between logical and mental state inferences appeared smaller for second language readers than it did for first language readers, regardless of language diversity. To test this observation and better understand the nature of this interaction (i.e., did responses to logical, mental state, or both types of inferences change as a function of language group?), we conducted two follow-up t-tests on logical vs. mental state items. Language group was significant among logical items (t(2550) = −4.742, p < 0.001), but not mental state items (t(2625) = −1.659, p = 0.097), indicating that logical, but not mental state, inferences were perceived as higher in mentalizing by L2 readers than L1 readers. Thus, the difference in mentalizing ratings of logical and mental state inferences between L1 and L2 readers was driven by second language readers attributing more MENTALIZING TO LOGICAL ITEMS than first language readers.

Moreover, a third follow-up t-test indicated that there was no difference in mentalizing ratings to incoherent items between L1 and L2 readers (t(2625.6) = 1.933, p = 0.053).

Lastly, the model detected a significant three-way interaction between inference type, language diversity, and language group among all coherent (logical and mental state inferences) and incoherent items. Visual inspection of this relationship (Figure 1, panel C) revealed that this interaction may have been driven by responses to incoherent items as a function of individual differences in bilingual language experience. Indeed, recomputing this model within a subset of only logical and mental state inferences (and removing inference type from the interaction) did not
return a significant interaction between language diversity and language group, thus confirming that any relationship with the individual difference variables stemmed from the incoherent items. The fixed effects of this model accounted for 26.8% variance of the data (marginal $R^2$), and the fixed and random effects of this model accounted for 37% of variance of the data (conditional $R^2$).

**Global reading time**

Lastly, we computed a linear mixed-effects regression to predict global reading time (i.e., the total time it took to read both sentences), which was standardized to account for length differences across items (using two approaches, see Supplementary Materials) and log-transformed for normality. This model did not return any detectable interactions between inference type and the individual difference variables. The fixed effects of this model accounted for 9.1% variance of the data (marginal $R^2$), and the fixed and random effects of this model accounted for 41% of variance of the data (conditional $R^2$).

**Discussion**

We evaluated the potential relationship between mentalizing and continuous individual differences in bilingual language experience. To accomplish this, we implemented three specific goals. First, we evaluated whether mentalizing judgements of logical vs. mental state inferences varied as a function of individual differences in bilingual language diversity. Second, we examined whether this pattern of results was constrained by first vs. second
reading. Third, we assessed the potential differences in global reading time between logical and mental state inferences as a function of language diversity.

The pattern of results first revealed that language diversity related to mentalizing, as predicted. Specifically, greater language diversity, as measured through language entropy, patterned with greater recognition of mentalizing when a mental state inference was needed to understand a character’s behavior from a short, written vignette. There was no impact of language diversity on judgments of linguistic coherence, which may suggest that the role of language diversity pertains more to social content than the demands of linguistic processing. Second, the relationship between language diversity and mentalizing varied as a function of whether the reader was a first or second language English speaker; however, this pattern of results seemed to be driven by mentalizing judgments to incoherent items. Of note here was that L1 vs. L2 reading exerted its own influence (without involving language diversity) on mentalizing judgments of logical vs. mental state inferences. Specifically, L2 readers attributed greater need for mentalizing to logical inferences, suggesting a tendency to overgeneralize situations in which mentalizing would be useful to understand a character’s behavior. Moreover, we found that L1 vs. L2 reading also shaped overall perceptions of coherence, but this was only detected when contrasting all coherent items (logical and mental state inferences) from incoherent items. Third, we did not find reading time differences between logical and mental state inferences, though our manipulation check detected reading time differences between coherent and incoherent items. Global reading time was not mediated by individual differences in bilingual language experience. While reaction times to the coherence and mentalizing judgments were recorded, we reported those findings in Supplementary Materials (Supplementary Materials).1

**Manipulation check**

We first assessed core differences in the three inference types (logical, mental state, and incoherent) across all readers to ensure that our items reflected the type of inference that we intended. As expected, incoherent items were rated as less coherent than both logical and mental state inferences. Similarly, mental state inferences were rated as less coherent than logical inferences, suggesting a dissociation between the two types of pragmatic inferences: those rooted in thinking about other minds were found to be linguistically less coherent than those involving non-social information.

Next, we compared the extent to which each inference type was recognized as needing mentalizing for comprehension. Here, we found that incoherent items were rated lower in mentalizing than both logical and mental state inferences. Critically, mental state inferences were rated as higher in mentalizing than logical inferences, indicating that the two types of pragmatic inferences could further be dissociated in their degree of reliance on thinking about other minds. Taken together, this manipulation check affirmatively demonstrated that although logical inferences inherently relied on some level of social inferencing (as a result of including a character to maintain parallel structure within an item set as possible), a diverse set of raters were still able to distinguish between logical and mental state inferences through their mentalizing ratings.

Lastly, we found that global reading time of incoherent items was longer than that for all coherent items, suggesting greater processing demands for short vignettes that did not make sense. Surprisingly, we did not detect any global reading time differences between logical and mental state inferences. However, it is possible that our coarse measurement of reading time across two full sentences may not have been sensitive enough to capture the nuances between these two inference types. Ongoing work using more granular methods, such as eye tracking, will better assess potential reading time differences between logical and mental state pragmatic inferences.

**Individual differences in bilingual language experience and mentalizing**

The primary question that this work aimed to address is whether continuous individual differences in language diversity, or the extent to which multiple languages are used regularly, related to recognition of mentalizing. Prior work on self-reported language frequency and number of languages known demonstrated a positive association between greater bilingual experience and stronger cognitive empathy or mentalizing abilities (Dewaele & Wei, 2012; Mepham & Martinovic, 2018). Thus, we expected that greater language diversity would also be associated with more accurate mentalizing during this reading task, which is what we found. Language diversity did not co-vary with ratings of linguistic coherence, but – as expected – greater language diversity patterned with higher mentalizing ratings of only mental state inferences. Mentalizing ratings to logical inferences, similarly, did not change with language diversity. Together, these results support the notion that greater language diversity, an index of regularly using multiple languages and potentially encountering novel social situations, selectively related to mentalizing when it was needed to understand the actions of a character.

In forming this interpretation, we considered the possibility that language diversity could have related to the greater inferencing demands of the mental state inferences, as opposed to the social content. For example, relevant research from the discourse processing literature illustrated that immediately causally related sentences (rated low in relatedness, or “far” inferences) are more difficult than highly causally related sentences (rated high in relatedness, or “near” inferences) to process and remember (e.g., Myers, Shinjo & Duffy, 1987). While the linguistic distance of mental state inferences may have been further than the linguistic distance of logical inferences, our design accounted for this possibility by having participants evaluate all inferences on both mentalizing and linguistic coherence, which was operationally defined as the relatedness between the two sentences. To the extent that this definition conceptually maps onto causal relatedness from Myers et al. (1987) and given that language diversity did not predict linguistic coherence in this study, it is likely that the social content of the mental state inference, as opposed to the linguistic distance of the inference, is at the core of the relationship with bilingual experience. Furthermore, to statistically account for linguistic distance of the inference, we added coherence ratings to our mentalizing individual differences model as a covariate; however, doing so did not alter our pattern of results. Despite the convergent evidence against a linguistic processing account, we encourage future research on mentalizing using

---

1Neither coherence nor mentalizing reaction time models detected significant relationships between logical and mental state inferences with individual differences in bilingual language experience.
linguistic stimuli to more systematically consider such demands and how they may impact processing.

For example, given that mentalizing inherently relies on inference-making, and past work has shown that some L2 readers struggle with making complex inferences (e.g., Foucart, Romero-Rivas, Lottie & Costa, 2016), we examined whether the relationship between mentalizing and bilingualism would change depending on whether readers were reading in their first or second language. We detected a significant three-way interaction between inference type, language diversity, and language group, but only when contrasting all coherent (logical and mental state inference) to incoherent items. Follow-up tests revealed that this pattern was driven by responses to incoherent items, which may have reflected differences in general tolerance or openness between first and second language readers depending on their language diversity (e.g., Dewaele & Li, 2013). However, our primary interest was in discerning logical and mental state inferences, and we encourage future research to better understand the nature of this unexpected result.

Interestingly, we observed a relationship between inference type and language group, independent of language diversity, on mentalizing judgments. Here, L2 readers attributed more mentalizing to logical inferences than L1 readers. This result was interesting because it suggested that L2 readers may be over-mentalizing in cases where mentalizing is not necessarily needed for the inference (or may not be the main source of the inference), whereas mentalizing for mental state inferences did not change. Past work from clinical samples has referred to the over-attribute of mentalizing as hypermentalizing and has linked this behavior to excessive attention to external cues stemmed in feelings of vulnerability (Bateman & Fonagy, 2019). Whereas the present sample did not report a history of clinical disorders, it is possible that the experience of reading or operating in a second language may also trigger additional attention to external cues if that language induces vulnerability in any way. For example, the English framing of the task (instructions, conversations with experimenters, language of the text) may have prompted some L2 English readers to implicitly begin seeking additional cues in the text to help them understand, similar to past findings that nonverbal cues like gesture compensate for conversations with experimenters, language of the text) may have reflected differences in general tolerance or openness between first and second language readers depending on their language diversity (e.g., Dewaele & Li, 2013). However, our primary interest was in discerning logical and mental state inferences, and we encourage future research to better understand the nature of this unexpected result.

Collectively, these results suggest that readers who regularly use more languages (experience greater language diversity) also demonstrate more flexible social cognition, as measured by greater recognition of mentalizing. As discussed in other work (e.g., Antoniou, 2019; Schroeder, 2018; Tiv et al., 2019b, 2020), there are a number of potential mechanisms underlying the relationship between bilingualism and mentalizing. These include (1) greater metalinguistic awareness, including insight on the flexible nature of language and the many names that single concepts can have across languages (e.g., Goetz, 2003) (2) enhanced executive functions, such that greater cognitive control aids in downregulating one's own mental state and adopting another's mental state (e.g., Goetz, 2003; Kovács, 2009), and (3) strengthened social-pragmatic flexibility, based on an understanding that people themselves can speak different languages, come from different backgrounds, and consequently can think differently (e.g., Fan et al., 2015). We now briefly discuss how our data relate to these frameworks.

Some claim that strong mentalizing capacities are born out of greater linguistic proficiency, whether that be in a single language or across multiple languages, which cultivates insight of language on a conceptual level (e.g., Goetz, 2003; Milligan et al., 2007; Pyers & Senghas, 2009; Rutherford, Wareham, Vrouva, Mayes, Fonagy & Potenza, 2012; Warnell & Redcay, 2019). However, in contrast to this metalinguistic awareness account, all of our regression models coded for daily English usage (the language of the task), and they still detected a significant relationship between language diversity and mentalizing. We interpret this to mean that the amount of time one spends in a given language does not discount the overall experience of juggling multiple languages, as measured by language diversity. In other words, it seems likely that some general aspect of language diversity, such as probabilistically casting predictions in different contexts or centrally managing language use across contexts, drives this relationship. This may support the executive control account, based on the cognitive implications of language switching, or it may support the social-pragmatic flexibility account, related to interacting with a more diverse set of people and languages.

Past research on bilingual cognitive advantages has been contentious (reviewed in Baum & Titone, 2014). Indeed, Tiv et al. (2020) detected a significant relationship between bilingualism and irony comprehension despite statistically controlling for a core component of the central executive functions. In contrast, results from other studies on the positive social effects of bilingualism, appear more consistent (e.g., Dewaele & Wei, 2012; Mepham & Martinovic, 2018; Ramírez-Esparza et al., 2020). For example, Ikizer and Ramírez-Esparza (2018) tested whether U.S. and Canadian bilingual adults’ social interactions were mediated by increased social flexibility, or the ability to switch with ease and adapt between different social environments, as compared to U.S. and Canadian monolingual adults. The results showed that bilinguals self-reported greater social flexibility, compared to monolinguals, and this difference mediated the frequency of their subsequent social interactions. This evidence suggests that having more opportunities to engage in novel social situations through the regular exercising of multiple languages, or greater language diversity, may expand one’s understanding of the world and in turn their mentalizing capacity (reviewed in Ramírez-Esparza et al., 2020). Indeed, even passive exposure to greater language diversity in the environment promotes
mentalizing capacities among functionally monolingual children raised in multilingual areas (Fan et al., 2015).

The social-pragmatic flexibility account is also consistent with social psychological research demonstrating that identification of self-other differences (i.e., parsing one’s own mental state from another’s) is a critical component of successful mentalizing (Decety & Sommerville, 2003; Higgins, 1981; Mitchell, 2009; Tamir & Mitchell, 2010). Todd and colleagues (2011; 2016) contend that recognizing self-other similarities in mental state may be a crucial first step in mentalizing, but in order to formulate accurate inferences, differences in mental state must also be computed. In other words, successful mentalizing involves a comparative process to analyze the similarities and differences between the perceiver and the one being perceived (Todd et al., 2011, 2016).

Bilinguals who experience greater language diversity may be also experience other forms of diversity in their daily lives (e.g., racial, gender, class, nationality). Encoding these environmental differences may cue high language diversity readers to exercise greater mentalizing than low language diversity readers. Our follow-up work is actively pursuing these potentially social mechanisms that may link bilingual sociolinguistic diversity and mentalizing.

Limitations and strengths

We acknowledge some limitations of this study. First, while condition was within-subject, we also utilized a between-subjects design, which did not allow us to compare L1 vs. L2 reading within the same individual. As a result, there might have been confounding differences between our two groups that contributed to the results. We strove to mitigate this possibility by including daily percent English use in our statistical models to control for usage of the language of the task. Second, we did not explicitly probe comprehension of the items; instead, we used coherence as an indicator of whether readers understood the items. The rationale was that if the correct inference is made (i.e., what the experimenters intended), then that would be reflected in the coherence score. Nevertheless, it is possible that readers made a different inference from what the experimenters intended, which could give rise to a weaker or stronger coherence; however, we intentionally designed the materials to feature simple, high frequency language so that they would be understandable by our sample of proficient bilinguals. Third, given that our primary outcome variables were the rating judgments, it is possible that performance on these measures reflected later processing as opposed to in-the-moment mentalizing. Still, the results converge with past findings from our group demonstrating a positive relationship between continuous assessments of bilingual language experience and mentalizing on on-line comprehension tasks (Tiv et al., 2020).

These limitations notwithstanding, we highlight several strengths of the present study. First, we bridged traditions and methods from social cognition and the language sciences (bilingualism, discourse processes) to address inference making as a simultaneously linguistically and socially rooted process. In merging these lines of inquiry, we presented a task design that was familiar to most participants: reading short vignettes. Whether it be reading text messages, emails, articles, books, or city signs, most literate individuals read in some capacity on a daily basis. Thus, by targeting mental state inference-making through reading, we capitalized on a natural and ecologically valid social process that is otherwise missing in many traditional assessments of mentalizing, perspective-taking, or Theory of Mind (e.g., Bloom & German, 2000; Ferguson, Apperly, Ahmad, Bindemann & Cane, 2015). Ongoing work from our group is utilizing eye tracking to measure on-line inference making to better discern the time course of logical and mental state inferences.

Additionally, as discussed, our study did not include a monolingual group, which was decided for several reasons. First, despite visibility in the United States, monolinguals make up a small proportion of the world’s language users (Grosjean, 2010), which does not warrant the tethering of results back to a default monolingual “control” group, or monolingual hegemony (Ortega, 2018; Tiv, Kutlu & Titone, 2021; Vaid & Meuter, 2016, 2017). Second, monolinguals and bilinguals often have many differences between them beyond the simple number of languages known (e.g., culture, education, SES), which could serve as confounds in their task performance. Altogether, instead of comparing our bilinguals to a monolingual sample, we capitalized on a continuous assessment. Through this, we found that more diverse bilingual language experience co-varied with stronger mentalizing scores, much like past work that has revealed bilingual children and adults outperformed monolinguals on mentalizing and Theory of Mind tasks (Navarro & Conway, 2020; Rubio-Fernández & Glucksberg, 2012; Schroeder, 2018).

Conclusion

To conclude, the present work established a link between bilingual language experience and mentalizing. Our main results indicated greater language diversity patterned with greater mentalizing judgments of mental state inferences. We also found that, whereas L2 readers displayed less crisp linguistic coherence dissociations between coherent and incoherent inferences, they rated logical inferences as higher in mentalizing than L1 readers, potentially compensating for any linguistic challenges with greater reliance on social information.

These results contribute to a growing body of work that aims to highlight the positive social benefits of bilingualism (see Ramirez-Esparza et al., 2020), such as mentalizing and social cognition. Mentalizing humanizes people – it breaks us out of our own minds and brings us into the minds of others. Though it has been historically understudied in the field of bilingualism, mentalizing may provide a mechanism to explain why bilinguals demonstrate attenuated other-race effects (Burns, Tree, Chan & Xu, 2019) and less racial bias (Singh, Quinn, Qian & Lee, 2020). These nascent areas of interdisciplinary investigation are promising not only for their scientific novelty, but also for their potential real-world implications, such as mitigating intergroup conflict.
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