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Introduction

We did not always want what we want today. A child who wanted to become

a firefighter now prefers to work as a tax accountant. In fact, your authors did not

always want to write a book about preference change, but at some point, they

started to prefer doing so over other pastimes. Our preferences changed. Why

does such change occur?

Sometimes our preferences change because we learn new things about the

world; for example, one might want to write a philosophy book to fill a gap in

the literature and learn that there is a distinct lack of introductions to preference

change. However, not all changes in preferences lend themselves to being

explained this way. Sometimes, what we want just changes fundamentally,

not because we acquire information about something we already want.

This view contrasts with traditional decision theory that posits agents who

possess stable preferences make rational decisions based on them. Some

researchers, especially economists, have held that preferences are given and

that decision theory does not consider preference construction. Theymight even

assert that their decision models do not address psychological processes.1

We believe that decision theory should consider the psychological reality of

preference change. We did not always want to work on philosophy and might

lose our taste for it. Any account of us as practical agents calls for a theory of

preference change to account for these personal transformations. Philosophers

have many reasons to be interested in such theories of preference change, both

from a descriptive and a normative perspective.

Regarding the descriptive project, philosophers might debate the reality of

fundamental preference change. Are there really preferences that serve as the

grounds for all other preferences? Maybe the traditional view was correct all

along, and despite appearances, all that changes is our information about the world.

From a normative perspective, philosophers have proposed constraints on how

our preferences should change. Philosophers might argue that when the reasons

that motivate us change, so should our preferences. If we were no longer motiv-

ated by the reason that philosophy is an intellectual endeavour, then perhaps we

should come to prefer carpentry as a career, but probably not mathematical logic.

Other philosophers debate how we can and should choose as rational agents

in light of our changing preferences, addressing both a descriptive and norma-

tive question. If your preferred career might differ after a course of studies, how

can you choose a course of studies as a rational agent? Which preferences

should you consider?

1 Warren et al. (2011) provide a description of the economic side; Lichtenstein and Slovic (2006)
provide a useful overview of the psychological literature on this topic.

1Preference Change
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All these discussions centre on preference change, but they have mainly

remained disconnected. This Element seeks to bring the strands together and

reveal how they address being a changing agent in a complex world. In doing so,

we will also draw on practical philosophers who work on topics such as

rationality and autonomy. While much of this Element has a synchronic per-

spective (i.e. it focuses on a single point in time), notable exceptions exist (e.g.

Bratman 2007).

To connect the existing philosophical work on preference change and show

how it relates to our practical agency, we address three questions:

1. What is (fundamental) preference change?

2. How should we model preference change?

3. How should we choose in light of preference change?

These questions follow an intuitive progression. First, we must determine the

phenomenon of interest: how does fundamental preference change fit into the

basic picture of practical rationality endorsed by decision theory? Then, we ask

how this phenomenon, preference change, can be modelled. What constraints

are there on its dynamic? Finally, the changes in preference, which are hopefully

better understood after the first two chapters raise the question of how to choose

as a changing self. How can wemake rational decisions based on what we prefer

while being aware of the instability of our preferences? We proceed from the

conceptual basis via modelling to practical conduct.

Our discussion of these questions, while not settling them conclusively, will

give the reader an idea of what is at stake and how the various debates are

connected. Building upon this foundation, the reader might turn themselves into

an author.

1 Preferences and Preference Change

But doth not the appetite alter? A man loves the meat in his youth that he cannot
endure in his age.

(Shakespeare, Much Ado About Nothing)

How should a rational agent choose between the options that are available to

them? Decision theorists frequently answer this question using assumptions

about preference relations. A rational agent chooses one option over another

because they prefer it. When we are concerned with preference change, we are

concerned with changes to these preference relations.

This section will introduce preference relations, their mental reality, and their

role in decision theory. We will discuss what makes some preferences funda-

mental and argue that such fundamental preferences sometimes change. In the

2 Decision Theory and Philosophy
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next section, we summarise the formal properties of the preference relation used

by decision theorists to provide a foundation for our discussions.

Preference Relations

Preference relations are usually defined either in terms of a weak preference relation

(≽) or in terms of a strict preference relation (�) and an indifference relation (�).

These relations have intuitive interpretations in terms of wants, for example:

1. An agent weakly prefers reading a book to attending a concert if the agent

wants to read at least as much as they want to attend the concert.

2. An agent strictly prefers hiking to watching a movie if the agent wants to

hike more than watch a movie.

3. An agent is indifferent between hiking and reading a book if the agent wants

both of them equally.

The three preference relations can be used to define each other using the

following formulas (where ‘↔’ stands for ‘if and only if’ and ‘¬’ for ‘not’):

A≽B↔A � B∨A � B

A � B↔A≽B∧: ðB≽AÞ

A � B↔A≽B∧B≽A:

For example, an agent weakly prefers reading a book to attending a concert if and

only if they strictly prefer reading or are indifferent between reading and a concert.

Using weak preference relations as the basic relation from which one derives

the others makes some formal proofs easier. However, strict preference and

indifference can be more intuitive since, in everyday language, we tend to use

‘prefer’ to express something similar to a strong preference relation. When

Ishmael informs us that ‘Queequeg, for his own private reasons, preferred his

own harpoon’ (Melville 1951: chapter 13), he means to convey that Queequeg

wanted to use his own harpoon rather than having to use one provided by the

whaling ship. We will use both weak and strict preference and indifference

depending on the context. However, given their intuitive character, we favour

strong preference and indifference.

We have specified these relations through intuitive examples, but it is com-

monly assumed that they must fulfil certain formal requirements that provide

further specification. These might constrain the change in our preferences. We

introduce a selection of these principles for illustration and use them in later

discussions (for a more detailed presentation, see Hansson and Grüne-Yanoff

(2017) and Bridges and Mehta (1995)).

3Preference Change
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Let A and B be any two alternatives from a set of mutually exclusive

alternatives over which the strict preference and indifference relations are

specified. Such a set of alternatives could, for example, be a prospective

student’s choice among university programmes, where only one can be selected.

Then, the following requirements are considered part of the meaning of the

overall preference relations (using ‘→’ for ‘if’ and ‘¬’ for ‘not’):2

Asymmetry of strict preference: A � B→: ðB � AÞ
Symmetry of indifference: A � B→B � A

Reflexivity of indifference: A � A

Incompatibility of strict preference and indifference: A � B→: ðA � BÞ
These requirements are rather basic and can be considered part of the semantic

core of the preference conceptions. For example, it is hard to see how anyone

could strictly prefer a physics course to a philosophy course and at the same time

also strictly prefer the same philosophy course to the same physics course

(asymmetry). Similarly, if the formal relation of indifference is supposed to be

anything like our ordinary concept of indifference, an agent must be indifferent

between a philosophy course and the very same philosophy course (reflexivity).3

In addition to these largely conceptual restrictions, preference relations are

also frequently considered transitive and complete. Transitivity of strict prefer-

ence and indifference requires:

Transitivity of preference: A � B∧B � C→A � C

Transitivity of indifference: A � B∧B � C→A � C:

Completeness demands that either strict preference or indifference holds

between two options, that is,

Completeness: ðA � BÞ∨ ðA � BÞ∨ ðB � AÞ:
An agent’s preferences are complete for a given set of alternatives if and only if,

for every two alternatives in the set, the agent either strictly prefers one

alternative or is indifferent between them.

A preference relation that fulfils the sketched requirements is, in formal

terms, at least a total pre-order.4 Such a pre-order and stricter orderings would

guarantee many useful properties, but transitivity and completeness have

2 The asymmetry of preference and incompatibility of preference and indifference lose plausibility
if we deal with defeasible rather than overall preferences. Based on the literature, our usual
assumption will be that we work with overall or all-things-considered preferences.

3 One can complicate the picture by introducing different descriptions of the same course. For the
present purpose, we can assume that the alternatives over which the preference relation ranges
have unique descriptions.

4 If there were no instances of indifference and only strict preference, it would be a strict total order.

4 Decision Theory and Philosophy

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
18

18
60

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009181860


been the subject of particular debate. These properties can be questioned from

both a descriptive and a normative perspective (i.e. by questioning whether

they describe actual human agents and whether rational agents should fulfil

them).

One motivation to question completeness is straightforward: it seems

unlikely that one agent could have determinate preferences for all possible

comparisons. One might doubt that an agent selecting from a movie streaming

service has a complete preference relation over all options. In everyday dis-

course, we are unlikely to blame the agent for failing to be completely

opinionated.

Violations of transitivity might seem more egregious, especially from

a normative perspective. If Lane prefers listening to Bowie over listening to

Britney and prefers Britney over the Bee Gees, then it is at least odd not to prefer

Bowie over the Bee Gees as well. However, empirical results suggest that

human agents do not always conform to this principle (Tversky 1969;

Fishburn 1991), and philosophers have also developed examples in which

violations of transitivity appear normatively acceptable (e.g. Quinn (1990),

but see also the influential money-pump arguments in favour of transitivity:

Davidson et al. (1955) and Gustafsson (2010, 2013)).

For the purposes of our investigation, we are not interested in settling the

status of these purported rationality restrictions but in how they relate to

preference change. Three such connections are worth highlighting.

First, if completeness is not guaranteed, preference change includes cases

where new preference relations are added or lost. The individual selecting from

the streaming service undergoes preference change when they settle on one

order over and above all the available options. Such cases are not covered by all

preference change models, such as reason-based decision theory (Dietrich and

List 2013a, 2013b, 2016b), which will be discussed later.

Second, the preference change model might itself be required to produce

preference relations that are transitive or complete or that meet other rationality

criteria. Therefore, it is often insufficient for one preference between two

alternatives to change because an isolated change might violate the criteria. If

Lane switches her preference between Bowie and the Bee Gees, then she also

has to change her preference between Bowie and Britney or Britney and the Bee

Gees to avoid a violation of transitivity.

Third, a present or threatening violation of the requirements might not only

constrain preference change but also lead to preference change in the first place.

If Logan realises that he prefers Shakespeare to Goethe and Melville to

Shakespeare, this might prompt him also to prefer Melville to Goethe to avoid

a violation of transitivity.

5Preference Change
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The second and third connections differ, in that only the third is concerned

with the sources of preference change. The second constrains preference change

without describing its source. As we will see, models of preference change

differ in whether they incorporate such sources or provide more general

restrictions.

A Mentalist Conception of Preferences

How does the formal description of preference relations map onto actual agents,

especially human agents? When a decision theorist talks about the preferences

of a human agent, which facts about the agent make their claims true or false?

Throughout this Element, we will assume that preference relations, including

the indifference relation, describe mental states (i.e. ‘preference’ and ‘indiffer-

ence’ denote mental states that might describe human agents). These mental

states relate to two alternatives (i.e. their content is a comparison between two

alternatives), and we call these mental states ‘preference states’. Rory’s prefer-

ence for listening to Bowie over the Backstreet Boys is a preference state

realised by her neural system. As such, the state has causal powers that guide

her choice. In a situation where Rory has to choose between listening to Bowie

and the Backstreet Boys, her preference will cause her to choose Bowie.5

The ontological status of preferences is controversial, and for a long time, the

mentalist conception of preferences we just outlined was the minority position.

Behaviourism (i.e. theories according to which preference relations merely

describe behaviour) dominated the debate.6 In particular, economists have

commonly assumed, and many still do, that preferences are not realised as

mental states. However, talk of preference serves as a shorthand for describing

human behaviour. This behaviouristic interpretation is connected to what is

known as revealed preference theory; specifically, the assumption that one

alternative is strictly preferred to another if and only if the other is never chosen

over the first alternative when both are available (cf. Bradley 2017: 45; Hansson

and Grüne-Yanoff 2017).7

5 We make numerous background assumptions: that Rory has correct beliefs about which songs are
by Bowie, that she has the ability to select songs freely, and many more.

6 There also exist methodological and epistemic versions of behaviourism (i.e. theories according
to which our knowledge about preferences has to be inferred solely from behaviour). While we
also consider these theories wrong, such a behaviourism would not rule out mentally real
preferences on its own and poses fewer problems for preference change theories.

7 This assumption was formalised as the weak axiom of revealed preferences. The axiom goes back
to Samuelson’s (1938) work and specifies consistency restrictions on choices based on observable
quantities. There also exists a strong axiom of revealed preferences, which rules out indifference.
For some critical discussion of such axioms, see Sen (1986, 1993) and Hausman (2012:
chapter 3).

6 Decision Theory and Philosophy
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The behaviourist conceptions of preference survived even after behaviourism

had largely been abandoned in psychology, but the general reasons for aban-

doning behaviourism transfer to preferences. If the talk of preferences only re-

describes behaviour in other terms, then it does not explain behaviour. However,

Rory might say she listens to Bowie instead of the Backstreet Boys because she

prefers Bowie’s music. At least, offering such explanations appears possible.

Relatedly, if attributing preferences to agents is uniquely successful as an

explanatory project, then it gives us a good reason to believe that agents indeed

have preferences. If I can predict and explain Rory’s music-listening behaviour

by attributing various preferences to her, I appear to have captured something

effective in the world.8

The content and exact functional role of preferences as mental states remains

hotly debated. One of the most prominent options is the all-things-considered

judgement interpretation of preferences, defended by Daniel Hausman (2012).

Others have questioned whether such judgements are cognitively plausible

(Angner 2018) or have sought to tie preferences closer to choice dispositions

(e.g. Bradley 2017: 47; Guala 2019).

The exact description of preference change will clearly depend on which

theory one endorses, but for our purposes, it will suffice to assume that prefer-

ences are mental entities and that, under conducive circumstances, cause choice

behaviour and can be described using the type of formalisms outlined earlier,

even though they might not meet all rationality criteria commonly expressed

using these formalisms.

The mentalist conception of preferences will repeatedly influence our discus-

sion of preference change.We are interested in why and how individuals change

their minds, not just that we can express changes in behaviour as changes in

preference. If formal models serve to describe humans with mental states and if

the description does not sufficiently correspond to their mental states, or at least

a relevant aspect of them, then the models have failed.9

Deciding in Light of Uncertainty

So far, we have limited our description of human choice to preferences, but that

is insufficient to handle choice in the case of uncertainty (i.e. when we can only

assign degrees of probability to how the world is). For this, we need fully

8 For a detailed defence of a mentalist conception of preferences along these lines, see Dietrich and
List (2016a), but see also Vredenburgh (2020) and Thoma (2021). For an overview of the recent
debate regarding the philosophy of economics, see Vredenburgh (2021).

9 Some deviation of the approximation is, of course, acceptable. If an agent violates transitivity in
one edge case that is irrelevant to a particular situation, then a model can be forgiven for assuming
transitivity.

7Preference Change
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fledged approaches to decision theory. Since the basis of preference relations

can be developed in multiple ways, multiple versions of decision theory exist.

Two especially influential versions are those developed by Leonard Savage

(1954) and Richard Jeffrey (1990) [1965]). These versions are interchangeable

for many purposes, but the treatment of preference change is not one of them.

Therefore, an overview of their differences is required.

Savage-Type Decision Theory

In order to describe a decision under uncertainty, Savage-type decision theory

distinguishes:

• Acts

• States of the world

• Consequences

For example, the act might be applying to a university, the relevant state of the

world is whether the university is disposed to accept your application, and the

consequence is whether you underwent the effort and are accepted.10 We can

express this situation in Table 1.

One might assume that you prefer expending the effort and being accepted to

not expending the effort and not being accepted, which might still be better than

having wasted the effort without getting accepted.11 According to standard

decision theory, whether you should apply then depends on the strength of

your preferences and the probability you assign to the university being disposed

to accept your application.

What we introduced here as the strength of preferences is more commonly

described using a utility function. A utility function,U(·), takes an alternative as

input and returns a real-value number as output. If one takes a mental realist

perspective on utilities, they can be understood as degrees to which the

Table 1 Basic components of Savage-type decision theory

Disposed to Accept Disposed not to Accept

Apply Effort and Accepted Effort and Not Accepted
Not Apply No Effort and Not Accepted No Effort and Not Accepted

10 We are referring to the dispositions of the university because we intend to deal with states of the
world rather than actions by agents, which would arguably require introducing game-theoretic
considerations.

11 Or not! Maybe you prefer having at least tried and spent the effort to saving the effort. After all,
that preferences can be different is a basic requirement for preference change.
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alternative is wanted. We do not commit ourselves to such a perspective, but it

provides an intuitive means to understand the following key formulas linking

preferences:

A≽B↔U Að Þ≥UðBÞ:

Alternative A is at least as preferred as B if and only if A’s utility is at least as

large as B’s.

A � B↔U Að Þ > UðBÞ:

Alternative A is preferred to B if and only if A’s utility is larger than B’s.

A � B↔U Að Þ ¼ UðBÞ:

Alternative A is equally preferred as B if and only if A’s utility is identical to

B’s.

These connecting biconditionals can still be posited from a non-realist

perspective on utility, which considers it a formal tool. Formally, a utility

function can be derived from preferences, provided they fulfil certain condi-

tions, including those discussed in the previous section (see Savage 1954; Kreps

1988). In light of this derivation, one might consider the utility function as

a useful shorthand for describing them.12

The Savage framework has two utility functions: the utility function over

outcomes and the expected utility (EU) function. The fundamental utility

function ranges over the consequences, such as the case where someone has

applied to a university and been accepted. The EU function ranges over the acts

and provides the average utility of the outcomes for this act weighted by the

probability of the state of the world for that outcome.

To illustrate this concept, we have assigned arbitrary numbers in our example

that allow us to calculate the EU (Table 2).

In the outlined case, the state of the world where the university is disposed to

accept has a probability of 40 per cent (i.e. P(Disposed to Accept) = 0.4). The

utility for spending the effort and getting accepted is 20 on our scale. Based on

these numbers, we can calculate the EU for both acts:

EU(Apply) = P(Disposed to Accept) × U(Accepted & Effort) + P(Disposed to

Accept) × U(Not Accepted & Effort) = 0.4 × 20 + 0.6 × −10 = 8 – 6 = 2

EU(Not Apply) = 0.4 × 0 + 0.6 × 0 = 0.

12 But there might be good reasons for not doing so and asserting the psychological reality of utility
functions, instead of treating them as a formal shorthand. For example, a utility functionmight be
easier to store in the human brain. Encoding a utility function in neural associations could be
more straightforward than what resulted from the evolutionary process.
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Assuming that EU is to be maximised, this calculation suggests that you

should put in the effort and apply (2 > 0).

The EU functions, however, can be altered. Savage-type decision theory

thereby distinguishes between a preference change over acts (apply vs. not

apply) due to a new utility function (a change in the utility functions over

outcomes) or Bayesian updating (a change in subjective probabilities).

This distinction has played a major role in debates about preference change,

especially because it limits the types of preference changes that can exist.

Therefore, we will return to it later.

While the framework of Savage-type decision theory is useful for many

purposes, and we will draw on it accordingly, it unduly restricts the discussion

of preference change.13

First, Savage-type decision theory precludes all discussions of preference

changes over alternatives for which the framework does not assign a preference

order. For example, there are no preferences over states of the world. Such

a limitation does not seem psychologically required. For example, you might

prefer that a university be disposed to accept you, even if the question of

applying is left out of the picture. It is not obviously wrong to want the world

to be a certain way, even if it being this way does not affect any choices or

outcomes.

Second, preference change is limited by the dependence relations postulated

by Savage’s framework. Specifically, the framework requires the utility of

consequences to be independent of both the state of the world in which they

are realised and the action. The preferences over actions derive from the

preferences over consequences (and the probabilities assigned to states) and

not vice versa. However, at least at first glance, a consequence might become

more appealing by virtue of the action that leads to it. For example, one might

Table 2 Applying the Savage-type decision theory

P(Disposed to Accept) = 0.4 P(Disposed not to Accept) = 0.6

Apply U(Effort & Accepted) = 20 U(Effort & Not Accepted) = −10
NotApply U(NoEffort&NotAccepted) = 0 U(NoEffort&NotAccepted) = 0

13 The discussion of these limitations in part follows Bradley (2017: chapter 1). There are also
limitations we do not discuss, such as probabilistic independence between actions and states.
While more general, the exclusive focus of propositions rules out, for example, preferences that
have other objects, such as books, as relata. However, this is less troubling than other limitations
because the relevant proposition can be that one owns or reads a book (cf. Jeffrey 1990 [1965]:
60).
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get another university degree because one’s preferences regarding studying

over working in the industry have changed. A preference change of this sort

would be ruled out by the framework, at least while one describes studying as an

action.

While one can often solve such issues by re-describing the decision problem

(i.e. by specifying its ontology differently), it can become unwieldy or unin-

tuitive to do so. In such cases, the decision theory developed by Richard Jeffrey

and Ethan Bolker is often more appropriate.

Jeffrey-Type Decision Theory

The Jeffrey–Bolker framework is very flexible because it takes proposi-

tions as its basic elements rather than consequences, states, and acts.

Therefore, preferences in this framework describe which propositions an

agent would rather see realised. For example, an agent might prefer the

proposition that the university is disposed to accept an application over

the proposition that the university is not disposed to accept an applica-

tion. Given the generality of propositions, this leads to a more general

decision-making theory.14

Furthermore, instead of a utility and EU function, Jeffrey-type decision theory

introduces what is called a desirability function, which maps propositions to real-

value numbers. The differences between the desirability and standard utility

functions can be relatively subtle. In the standard interpretation of utility, a high

utility indicates that the consequence is highly wanted or, in the case of EU, that

the act is highly choice-worthy. Desirability, however, is often interpreted as

a news-value indicator, meaning that the more the news of a certain proposition

being true is wanted, the higher the proposition’s desirability.15 Therefore, the

desirability for a logical truth would be zero since such a proposition being true

cannot be news (for a logically omniscient agent).

Unlike the Savage-type framework, there is one desirability function and,

therefore, no correspondence to the distinction between the utility and EU

function (see Bradley and Stefánsson (2017: 492–493) for an interesting inter-

pretation of desirability measures). The unified ontology of propositions also

leads to this result.

Despite these differences between utility and desirability, the two types of

functions can nonetheless be treated as largely equivalent for our purposes

14 In fact, Bradley (2017: chapter 9) reconstructs the core of Savage’s EU framework within
Jeffrey’s proposition-based framework.

15 For some qualifications on the news-value conception, see Bradley (2017: 81). For a whole-
hearted endorsement, see instead Ahmed (2021a).
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because the formulas connecting preferences and utility also apply to the

desirability function. More particularly, writing v(·) for the desirability func-

tion, it is the case that

A≽B↔ v Að Þ≥ vðBÞ

and so on for strict preference and indifference.

Generally, we try as much as possible to adhere to the vocabulary of prefer-

ences instead of the utility or desirability function. However, since the literature

on preference change also frequently uses these functions, we will use them

whenever it simplifies the overall presentation.

Following these introductions, we turn to preference change, especially the

difference between derived and fundamental preference change.

Derived and Fundamental Preference Change

That some preferences can and do change is hard to dispute. Assume we

confronted you with a choice between two lottery tickets, one in the left hand

and one in the right. You have to choose between these two tickets, and we will

give you whichever one you choose. Presumably, you will be largely indifferent

between these two options. However, if you learn that the ticket in the left hand

is the winning ticket for this week’s draw, your indifference will dissolve, and

you will suddenly develop a clear preference in favour of it.

The process you undergo in this example is an instance of preference change,

broadly construed, but this type of preference change has not greatly vexed

contemporary decision theorists and philosophers. It is clear that, in this

example, information drives the change in preferences. You always wanted

a winning lottery ticket; you just did not know from the start that the ticket in the

left hand was the winning one. What changed was the information you had,

which then affected preferences derived from that information, but your funda-

mental preferences remained unchanged.

We intuitively make a difference between our fundamental preferences and

preferences we derive from information (Figure 1).

This distinction between the two types of preferences and their relation to

beliefs can be found in the literature under many names. Some authors prefer to

distinguish intrinsic (i.e. fundamental) from extrinsic (i.e. derived) preferences

(e.g. Binmore 2008: 5–6; Spohn 2009). In economics, authors distinguish

between endogenous and exogenous preference change.

Both the Savage- and Jeffrey-type decision theories are well equipped to deal

with derived preference change, such as in the lottery ticket example. According

to Savage-type decision theory, you learn something about the states of the

12 Decision Theory and Philosophy

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
18

18
60

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009181860


world, namely, that the left ticket is the winning one. This piece of information

affects the EU calculation. The fundamental preferences, described by utilities

over consequences, remain untouched. All information processing is in the

standard model assumed to be captured by calculating EU.

Since Jeffrey-type decision theory does not distinguish between utility and

EU, it has another method of accounting for new information: conditioning. The

simplest and most well-known form of conditioning is classical Bayesian

conditioning, in which the agents update their degrees of belief in light of

propositions being shown to be true using their conditional degrees of belief.

That is, when one learns some proposition A, the resulting degrees of belief, Q,

follow the formula:

Q �ð Þ ¼ P �ð jAÞ;

where P(·|A) is the previous degrees of belief conditional on the truth of A,

which are often calculated using Bayes theorem. For example, your initial

probability of the left ticket winning might be P(left ticket winning) =

0.001 per cent. However, the conditional probability of the left ticket winning,

given that the winning number is 12345, might have been P(left ticket winning|

winning number is 12345) = 99.999 per cent since that is the number you saw on

the ticket.16 After learning that the winning number is indeed 12345, your new

subjective probability function assignsQ(left ticket winning) = 99.999 per cent.

Such new degrees of belief then lead to changes in desirability due to their

axiomatic connections. Therefore, Bayesian conditioning captures many cases

information

derived
preferences

derived
beliefs

fundamental
preferences

fundamental
beliefs

Figure 1 Fundamental vs derived preferences. Adapted

from Bradley (2009: 225).

16 We are assuming that your subjective probability would not reach 1 because you might consider
perceptual failure or even hallucination to still be possible, albeit highly unlikely.
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of non-fundamental preference change. However, it is not the only form of

conditioning. Bradley (2017) provides an excellent overview and discussion of

these different forms of conditioning, and we will later turn to one of them as

a model of preference change.

In the following, we are concerned with fundamental preference change (i.e.

the change of fundamental preferences). In the Savage-type decision theory,

such preference change occurs when either (1) the preference ordering of the

consequences or (2) the situation (i.e. the states, consequences, and/or acts)

changes.

Jeffrey-type decision theory does not directly distinguish between fundamen-

tal and derived preferences because all preferences are taken to range over

propositions. As mentioned earlier, there is also no distinction between basic

and expected desirability. Nonetheless, one can introduce a distinction between

more and less fundamental preferences into Jeffrey’s apparatus, as shown in

Bradley (2009) and outlined in Appendix A.

Our proposal, which is compatible with the Jeffrey-type decision theory, is

that fundamental preferences are those that are mentally more fundamental. In

fact, mentalism offers two closely intertwined ways of establishing which

preferences are fundamental.

First, one can take a metaphysical perspective and argue that mental states

stand in asymmetric metaphysical determination relations to each other. Your

preference for the winning over the losing lottery ticket determines your

preference for the lottery ticket in my left hand once you know it is the winning

one. In the following, we will use the term ‘grounding’ for these metaphysical

determination relations, but the specific grounding analysis is not decisive. For

our purposes, what matters is that one state determines another in an asymmet-

ric, non-causal manner. A preference state not grounded by any other preference

states (together with beliefs) would be fundamental.

Second, one can take a normative perspective and attribute justification

relations between preference states. The preference for a lottery win and the

information that the lottery ticket in the left hand is the winning ticket justifies

the preference for the left over the right ticket. In the cases we consider, the

justification derives from rationality as captured by decision theory.

A preference is then fundamental if and only if it is not justified by any other

existing preferences (together with the relevant beliefs).When we are pressed to

justify our preferences repeatedly, we reach a point where we claim to just like

one alternative more than another, seemingly having reached a normatively

fundamental preference.

We make the optimistic assumption that the grounding and the justification

relations overlap in a well-functioning mind. This overlap partially occurs
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because both the grounding and the justification relation depend on the content

of the involved mental states. That is, the preference for the winning lottery

ticket and the belief that the left ticket is the winning ticket ground and justify

the preference for the left lottery ticket by virtue of the content of these mental

states.

When this overlap between justification and grounding exists, our derived

preferences are grounded in preferences that justify holding them. Descriptive

and normative decision theories are in agreement in this case, in that they would

lead to the same model of the agent. Therefore, a mismatch can often be

considered a failure of rationality.

Different types of mismatch will lead to problems of varying significance.

A major problem would be if one preference partially justified another prefer-

ence; for example, A � B but grounded in its opposite (i.e. B ≽ A). Under

normal circumstances, one should not prefer watching a movie to reading

a book because one prefers reading a book over watching a movie. If such

grounding were the case, one would be guaranteed to have inconsistent

preferences.

Less serious, but also problematic, would be if one preference state (partially)

grounded another while not justifying it (together with the relevant informa-

tion). Consider the case where a preference for Bowie over Bee Gees grounds

your preference for studying mathematics over sociology, despite no informa-

tion providing the justificatory link between these two preferences. This out-

come would be odd, to say the least, and could be considered a local breakdown

of rational agency.

Whether a preference state is fundamental varies between individuals. To

give an example informed by the history of philosophy, somemight prefer to act

according to God’s commands because they prefer doing good and believe God

to command the good. In contrast, others might prefer to do good because they

prefer to act according to God’s commands and believe God to command doing

the good. In these two cases, the grounding and justification relations are

reversed, but both are plausible mental constellations in which rational agents

can find themselves. This example also shows that the content of mental states

alone cannot explain the overlap between grounding and justification. There are

also psychological facts that fix the direction of fundamentality.

The distinction between fundamental and derived preferences is further

muddled by the fact that some preferences appear to be both.17 For example,

a citizen might fundamentally prefer democracy over authoritarianism while

17 We would like to thank an anonymous reviewer for stressing this point.
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also preferring it because they believe democracy is more effective in combat-

ing corruption. Such cases suggest two interpretive possibilities.

First, one could argue that there is one preference that is justified by other

preferences and beliefs but would persist without such justification and ground-

ing. The preference for democracy is justified by other beliefs and preferences

but robust to their counterfactual absence.

Second, one might postulate two preferences that just happen to share their

content. The citizen would have two preferences with the content of preferring

democracy over authoritarianism.

The difference in interpretation hinges on the individuation of preference

states (i.e. whether to count them based on their content or source). We believe

the decision between these options to be partially a matter of psychology. With

either interpretation, however, fundamental preferences exist. Therefore, such

cases will not pose much of a problem in the following.

The Definition of Fundamental Preference Change

Fundamental preference change occurs if and only if at least one mentally

fundamental preference state changes, including cases where a fundamental

preference is added or lost. It follows that not all preference change caused by

acquiring information is derived from preference change. Information acquisi-

tion only leads to derived preference change if it exerts its effect via the

grounding or justification relations between derived beliefs and derived prefer-

ence. Therefore, showing that a process causing a change in fundamental

preference is also a process of information acquisition does not demonstrate

that the preference change is derived. For example, an individual who was

always outgoing and keen on social events might lose such preferences after

receiving a traumatising letter informing them of the death of a loved one. Their

preferences change because the acquired information causally affects their

fundamental social preferences, not because they are grounded in even more

fundamental ones that relate to the information. The letter changes who they are

and does not just teach them new facts about the world.

However, derived preference change is always the result of a change in

a fundamental preference or information. In the lottery ticket example, it is

clear that every change is due to the new information about which is the winning

ticket. If you then lost your preference for wealth over poverty, it would also

explain that your derived preference for the left over the right ticket vanished.

Having laid the conceptual foundation, we turn to the question of whether

such fundamental preference change exists and is not merely a conceptual

possibility.
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Denial of Fundamental Preferences

The existence of fundamental preference change depends on the existence of

fundamental preferences. In response to Binmore’s notion of intrinsic prefer-

ences, which play a similar role as fundamental preferences in our discussion,

Bradley (2017: 24) suggested denying fundamental preferences. However,

Binmore’s intrinsic preferences also have to fulfil what he calls the Aesop

principle: ‘Preferences, beliefs and assessments of what is feasible should all

be independent of each other’ (see Bradley (2017: 23), which slightly simplifies

Binmore (2008: 5)).

The exact nature of the independence – whether it is probabilistic, causal,

explanatory, or any other form of independence – is not entirely clear. However,

according to Bradley, Binmore asserted that ‘[a] preference for one thing over

another is intrinsic . . .if nothingwe can learnwould change it’ (Bradley 2017: 24).18

However, denying such information-resistant intrinsic preferences poses no

problem in investigating and modelling fundamental preference change. As

already mentioned, we expect fundamental preferences to be affected by learning

new information. Consider again the case of the individual who loses their

preferences for social entertainment due to receiving a traumatising letter inform-

ing them of the death of a loved one. Their original preferences cannot be intrinsic

in the sense of Binmore since they were affected by information acquisition.

However, they are fundamental in the sense used by us (i.e. they are mental states

that are not further justified or grounded by other preference states).

One might, however, also be tempted to deny the existence of fundamental

preferences as described by us. Bradley’s discussion of Binmore suggests at

least one reason for doing so:

Being wealthy, attractive and in good health are no doubt all things that we
might desire under a wide range of circumstances, but not in circumstances
when those arouse such envy that others will seek to kill us or when they are
brought about at great suffering to ourselves or others. Even rather basic
preferences, such as for chocolate over strawberry ice cream, are contingent
on beliefs. (Bradley 2017: 24)

This passage can be read in two ways: one that does not threaten our project and

one that does. On first reading, Bradley’s examples suggest that whatever prefer-

ences human agents have, they are limited to specific situations, and in other

situations, agents will exhibit different preferences. However, that is entirely

compatible with our project since we argue that fundamental preferences are

subject to change. In some situations, an agent will have a fundamental preference

18 Our discussion here neglects Binmore’s (2008) endorsement of a behaviourist version of
revealed preference theory.
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for chocolate over strawberry ice cream, but in other situations, they will no

longer do so after a preference change.

The second reading has to be that our preferences are always already condi-

tional on other preferences and beliefs that we can ascribe to the human agents.

That is, not only would human agents have different preferences when faced

with other situations, it is already the case that all their preferences depend

either on their grounding or their justification of further preferences and beliefs.

We are committed to denying this and will provide one argument based on the

structure of preferences and a second based on everyday discourse.

We can think of preferences as forming a network related by grounding and

justifying relations. For no fundamental preferences to exist, the network must

include at least one cycle or be infinite. Endorsing an infinite set of preferences

conflicts with the assumed cognitive reality of preferences. Assuming that

preferences are mental states, they have to be realised and stored in some

form, and the human cognitive system only has a finite storage capacity.19

Cycles are cognitively more plausible but still controversial if the relations

between preferences are those of grounding and justification, which are com-

monly assumed to be non-cyclical. Cycles would be much more plausible if the

relevant relations between preference states were those of counterfactual

dependence: if I did not have these preferences, I would not have this other

one. However, grounding and justification are the defining relations in our

conception, and cycles create conceptual worries for these relations.

Grounding, for example, is often made intuitive using the notion of funda-

mentality, but this intuitive connection would be lost if grounding allowed for

cycles. How could the grounding fact be more fundamental than the grounded

fact if the relationship could be reversed?20

The use of circular justification resembles a fallacious form of circular

reasoning. In everyday discourse, it is at least odd to justify one’s preference

for a career in philosophy over a career in finance with a preference for thought

over money and then go on to justify the latter preference upon further inquiry

with a preference for a philosophical career over a career in finance. It is more

natural to stop at the end instead of continuing the chain (but see Harman (1986:

chapter 4) for a different view).

In addition to this argument about the structure of preferences, there is the

fact that in everyday life, we often appeal to brute preferences, especially

regarding tastes. Rory just prefers the fragrance of old books over that of

19 One response we do not discuss here is that the brain could store a procedure for generating
preferences.

20 For some discussion of the relation between fundamentality and grounding, including proposals
allowing for cycles, see Tahko (2018).
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Chanel No. 5. We might be able to describe the causes for her preferences,

pointing to formative experiences, such as the joyful reading in her childhood of

a second-hand copy of Pippi Longstocking, but this falls short of deriving her

preferences. No other preferences exist that justify or ground this preference for

the fragrance of books (cf. Binmore 2008: 5–6), even though a ceteris paribus

clause might constrain the situations over which they range.

We have outlined two arguments for the existence of fundamental preference,

and in the following sections, wewill simply assume their existence. However, not

all would be lost even if we had failed to convince. Without fundamental prefer-

ences, a closely related notion remains available: desire-driven attitude change

(see Bradley 2017: 209–11). Denying fundamental preferences leads to a view of

attitudes as a connected network. This network can change due to changes in belief

attitudes within it, changes in desire attitudes, or both. Desire-driven attitude

change occurs when a change to desire attitudes leads to a change in the network.

The standard decision theory models, which fail to account for fundamental

preference change, also do not allow for desire-driven attitude change. Much of

our presentation could be reformulated in terms of desire-driven attitude change.21

Explaining Preference Change Away

While most decision theorists tend to accept the existence of fundamental prefer-

ences, they have long been tempted to explain away fundamental preference

change. Economists have especially tended in that direction. Avoiding fundamen-

tal preference change would make decision theory simpler and, thereby, more

elegant. Economists, who tend to follow the Savage-type theory, could abide by

the simple table of consequences, states, and acts and the basic preference

orderings over the consequences. Such simplicity is not to be given up lightly.

One of the most influential attempts to explain away preference change can be

found in the work of Stigler and Becker (1977). Their ambitious paper De

Gustibus Non Est Disputandum (there is no disputing about tastes) suggests

that there are no cases of fundamental preference change and that fundamental

preferences are universal. The argumentative strategy is to suggest that ‘no other

approach of comparable generality and power is available’ (Stigler and Becker

1977: 77) and then to deal with some of the biggest challenges to the assumption

of stable and universal preferences, including addiction and fashion.

Discussing the case of heroin addiction, Stigler and Becker (1977: 80) propose

that there exists an underlying commodity called ‘euphoria’ that can be produced

with input from heroin. To model addiction, one can then assume that

21 Much of it but not all. Problems would arise for the sources-of-change models discussed in
the second half of Chapter 2. We will not discuss this difficulty further.
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1. the consumption of euphoria reduces what, in economic terms, would be the

future stock of euphoria capital, raising the costs of producing euphoria in

the future;

2. the demand for euphoria is sufficiently inelastic that heroin use would

increase over time.

With these assumptions, an economic model of addiction behaviour can be

created without postulating fundamental preference change.

Fashions are another candidate for preference change that might bother

economists. Individuals who preferred a suit jacket with shoulder pads in the

80s no longer do so, even though it is hard to see what new relevant information

they would have acquired at first glance. The visual experience was presumably

the same back then as it is now. So, one might think what has changed is the

basic taste for certain visual experiences over others, perhaps simply because

we have become accustomed to them. However, Stigler and Becker again

suggest that the behaviour towards fashion is best explained by a preference

for an underlying commodity; in this case, style as a form of social distinction.

In order to achieve this form of distinction, fashion items must be new and ‘the

newness must be of a special sort that requires a subtle prediction of what will be

approved novelty’ (Stigler and Becker 1977: 88). Therefore, fashion will be

subject to change, and being fashionable (i.e. achieving social distinction via

fashion) requires skill and effort.

With these and other examples, Stigler and Becker show how fundamental

preference change can be explained away, in that a stable-preference model of

the phenomenon can be found. However, showing that such stable-preference

models are available is not quite the same as accepting that they should be used

to explain away preference change. As usual, many models with inconsistent

interpretations will fit the same data; so we must consider their plausibility and

various epistemic virtues. Therefore, to challenge Stigler and Becker’s

approach, one can either point to cases where the interpretation of a model

with preference change has plausibility due to known causal paths or to cases

where a model with preference change enjoys other epistemic virtues to at least

the same degree as a preference-stable model.

To illustrate how a preference change model might be more plausible due to

known causal pathways, consider Stigler and Becker’s heroin example again.

We know that drugs such as heroin interfere with the normal functioning of the

human neural system. Given the assumption that preferences are mental states

realised by the neural system, there is a clear causal pathway of how heroin

might affect fundamental preferences. A substrate that grounds preferences is

affected by its consumption, sometimes to such an extent that it would be

20 Decision Theory and Philosophy

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
18

18
60

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009181860


surprising if no fundamental preferences were affected. So, at least for those

accepting the mentalist conception of preferences, there are good reasons to

believe that fundamental preference change occurs in cases involving marked

changes to the neural system.

Heroin consumption is not the only event wherewe have good reasons to believe

that there is an effect on the neural substrate of preferences. Many of these events,

such as sleep deprivation and brain damage, may appear deviant (i.e. as an

aberration from proper functioning). However, humans also undergo events during

a healthy life that might affect their fundamental preferences. For example, one

might expect the physical maturation of children and pregnancy to causally affect

the realisers of preferences. Any stable-preference model that deals with such

instances would also have to provide arguments as to why the common assumption

of causal effects is wrong, something Stigler and Becker do not provide.22

Having discussed how known causal pathways might support preference

change models, we now consider other epistemic virtues that might support

preference change. As quoted towards the beginning of this section, Stigler and

Becker (1977: 77) have suggested that ‘no other approach [than that of stable

and universal tastes] of comparable generality and power is available’.

However, taken at face value, this claim is wrong. Generality and power on

their own do not appear to favour a model with stable preferences over a model

with changeable preferences. After all, models with changing preferences are

(typically) a generalisation of models with stable preferences. To be charitable,

one should not take the claim of Stigler and Becker at face value. Instead, their

point must be that models with stable preferences have sufficient generality and

power to explain all phenomena while being simpler and avoiding ad hoc

attributions of preference change.

It is undoubtedly true that adding preference change can complicate models,

but sometimes the efforts to avoid preference change also lead to considerable

complications. In the case of both addiction and fashion, Stigler and Becker had to

introduce some underlying object of interest – euphoria or social distinction – in

addition to further assumptions, such as an inelastic demand for euphoria. At least

in some cases, the required assumptions will be so complex that a model attribut-

ing preference change is simpler. To quote Bradley’s response to Stigler and

Becker: ‘The sorts of suppositions that will need to be made about changes to

underlying beliefs in order to preserve the invariance of tastes may well be as ad

hoc as the assumptions about taste changes that they are supposed to replace and

may be no more constrained by the empirical evidence’ (Bradley 2009: 239).

22 However, we also have to admit that such instances of preference change might also be less well-
captured by the models of preference change discussed in Chapter 2. There remains a gap in the
philosophical literature, but see Grüne-Yanoff and Hansson (2009: 176–77).
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The accusation of making ad hoc assumptions cuts both ways, and sometimes

the assumptions required for vindicating stable tastes might be even more ad

hoc than that of changing preferences. Therefore, the reference to epistemic

virtues alone does not vindicate stable-preference models.

This argument against the position taken by Stigler and Becker can be

generalised to work against a strategy for avoiding attributing fundamental

preference change (described and criticised by Dietrich and List (2013b: 627–

28)). This strategy has two steps:

1. The first introduces a sufficiently fine ontology of alternatives over which

fixed preferences are taken to range.

2. The second then explains away any apparent examples of fundamental

preference change as the result of information acquisition.

Consistent with this general strategy, Stigler and Becker can also be understood

as fine-graining alternatives. For example, they fine-grain the choice between

fashion items by introducing social distinction to the goods that matter and then

explain away preference change as a change in information about social dis-

tinction. What has changed is not a fundamental preference relation that ranges

over alternatives such as suits with and without extravagant shoulder pads, but

the information about which of those suits contribute to (positive) social

distinction.

A general problem with this strategy becomes apparent at this higher level of

abstraction. Any preference change would have to satisfy the constraints of

Bayesian information learning, including dynamical consistency (see Dietrich

and List 2013b: 628). While one might be able to meet those constraints by fine-

graining alternatives and making more assumptions about the agent’s situation,

the resulting model might very well be less appealing than one that includes

preference change. Therefore, Dietrich and List end their discussion of this

strategy with a similar conclusion to Bradley:

Interpretationally, the main cost of remodelling every preference change in
informational terms would be a significant expansion of the ontology over
which the agent would have to hold beliefs and preferences. This is
a cognitively demanding model of an agent, which does not seem to be
psychologically plausible. We would preserve rational choice theory’s parsi-
mony with respect to the assumption of fixed preferences only at the expense
of sacrificing parsimony with respect to the cognitive complexity ascribed to
the agent. (Dietrich and List 2013b: 628)

Explaining away fundamental preference change in all cases is a strategy unlikely

to succeed. Its epistemic virtues of a stable-preference theory do not cover its

costs. Nonetheless, those convinced by the reality of fundamental preference
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change, including your humble authors, are well-advised to consider explanatory

strategies such as those of Stigler and Becker. It can be all too easy to postulate

preference change to explain whatever puzzle is at hand, especially without any

rigorous preference change models. Someone convinced by the ubiquity of

fundamental preference change might have failed to consider the role of social

distinction in fashion, as described by Stigler and Becker. Identifying the exact

limits of these different types ofmodels is a philosophically interesting challenge.

They might all share the same predictions of the behavioural data but differ

profoundly in their description of human agency.

Furthermore, in 1977, Stigler and Becker could have justifiably claimed

that no models incorporating preference change had reached the level of

sophistication and rigour achieved by stable-preference models. As we will

see, the situation has improved since then, even though models of funda-

mental preference change remain underdeveloped. However, the solution is

not to avoid preference change attribution and add increasingly dubious

assumptions to stable-preference models but to develop models of prefer-

ence change. Philosophical work remains to be done in laying the conceptual

and theoretical foundations for such models. We turn to this project in the

next chapter.

2 Models of Preference Change

Two Input-Assimilation Models of Preference Change

So far, we have introduced the nature of preferences and decision theory and

defended the existence of fundamental preference change. We now turn to

specific models of preference change.

Conceptually, we can distinguish between normative and descriptive models of

preference change. While normative models prescribe how individuals’ prefer-

ences should change over time, descriptive models describe how preferences do

change over time (without assuming that they should change optimally).23

However, many models of preference change involve both descriptive and norma-

tive aspects and are, in fact, mixed models.

To illustrate, consider one of the earliest formal models of preference change

proposed by Cohen and Axelrod (1984). They outlined a dynamic model in

which an agent adopts a policy for action, observes the results of this policy,

which leads them to update their beliefs and preferences, and then implements

a policy that has been changed accordingly. Overlooking its further details, it is

striking how their model combines descriptive and normative aspects. While it

23 We thank an anonymous reviewer for bringing this to our attention.
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makes the descriptive proposal that surprise causes preference change,24 it is

normative because a preference-changing agent performs better in maximising

an output than a static agent, at least for an extensive range of parameters. Given

that arguments in decision theory often take the form that achieving more is

better than less (if you are so smart, why aren’t you rich?), Cohen and Axelrod’s

(1984) approach also makes a normative case for their specific version of

preference change.

In this chapter, we will see that more recent models of preference change,

including our own proposal, also incorporate both normative and descriptive

assumptions. We start with two comparable approaches, one based on prefer-

ence logic and one based on Jeffrey-type Bayesian decision theory. Both types

of approach produce ‘input-assimilation’ models and answer the following

question (Hansson 1995: 2, 2001: 43):25 given that one or more preferences

have locally changed (input), how can the overall preference ordering of the

agent be updated (assimilated)? Such models are normative, in that they pre-

scribe that an agent should strive to maintain consistency in his preferences over

time and that they rule out certain types of preference changes as irrational.

However, descriptive considerations will also become apparent.

Preference-Logic Models of Preference Change

Multiple preference logic-based approaches to preference change exist, but we

focus on an AGM-based model.26 The AGM model was originally a model of

belief change and is named after three eminent researchers (Alchourrón et al.

1985). Only later have its ideas been used to model preference change.

Hansson and Grüne-Yanoff have offered some of the most prominent appli-

cations of the AGMmodel to preference change (Hansson 1995; Grüne-Yanoff

and Hansson 2009; Grüne-Yanoff 2013).27 The bases for these applications are

the formal preference relations discussed in chapter 1, which are then incorpor-

ated in propositional logic without addressing uncertainty, as the Savage- and

Jeffrey-type decision theories do.

24 Cohen and Axelrod (1984: 31) defined surprise as ‘the difference between the utility experienced
as the result of an action and the utility expected to result from that action’. Such utility
misprediction has been extensively discussed in the psychological literature (see Rachman and
Arntz (1991); Wilson et al. (2000); and Levine et al. (2012)).

25 Both types of model can also be described as ‘perturbation-propagation’ (Bradley 2017: 245) or
‘consistency-preservation’ (Grüne-Yanoff 2013: 2624) models.

26 In addition to the AGM-inspired models using propositional logic, modal logics of preference
change have been widely discussed (see Girard (2008); van Benthem and Liu (2007); van
Benthem (2009); de Jongh and Liu (2009); and Liu (2010)).

27 For other models of preference change that are nonetheless inspired by the AGM belief change
model (see Alechina et al. (2013) and Cadilhac et al. (2015)).
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We start with a set of alternatives, A, which might, for example, be a set of

book genres over which an agent has preferences:

A ¼ SciFi; Fantasy;Crimeg:f

In this context, we can represent a preference relation R as a set of tuples, each

comprising two alternatives that are compared. For example, if Lane prefers

science fiction (SciFi) to crime and fantasy literature and also prefers crime to

fantasy literature, then her preference ranking can be represented as follows:

RLane ¼ 〈SciFi; Fantasy〉; 〈SciFi;Crime〉; 〈Crime; Fantasy〉;f
〈SciFi; SciFi〉; 〈Crime;Crime〉; 〈Fantasy; Fantasy〉g:

Each tuple ranks the first option at least as highly as the second. In this example,

Lane is shown to have a reflexive and transitive weak preference relation.

Such a preference relation R then renders valid a set of preference sentences

[R] similar to the semantics of propositional logic (see again Hansson 1995: 8;

Grüne-Yanoff 2013: 2626). For example, the tuple hSciFi, Fantasyi validates
the proposition that Lane weakly prefers SciFi to Fantasy (i.e. the preference

sentence ‘SciFi ≽ Fantasy’). Expressed formally:

〈A;B〉 2 R ↔ A≽B 2 ½R�:

The absence of a preference sentence, represented by the variable α, from the set

of sentences validates its negation:

α =2 ½R� ↔ :α 2 ½R�:

Hansson and Grüne-Yanoff also used the connectives of propositional logic (i.e.

conjunction, disjunction, and the material conditional). The formal description

of conjunction would be:

α 2 ½R�∧ β 2 ½R� ↔ α∧ β 2 ½R�:

In essence, the basic preference sentences express a simple (weak) preference

for one alternative over another and further sentences are constructed using

negation and standard logical connectives.

Representing a preference relation as a set of tuples and the associated

sentences allows for incomplete, intransitive, and further unusual preferences.

However, despite this flexibility, Hansson and Grüne-Yanoff consider such a set

of tuples insufficient to represent certain plausible states of mind. Specifically,

agents might be in a state where they hold one or another preference but have

not settled on one yet.

25Preference Change
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Consider a case in which the agent knows that they prefer either The

Dispossessed (D) or The Lord of the Rings (LotR) to Death on the Nile

(DotN) but cannot remember which one it was. Here, the preference sentence

D � DotN v LotR � DotN holds, but neither D � DotN nor LotR � DotN

holds.28 Regarding the present formalism, the disjunction of two preference

sentences might be valid without either being valid. To solve this problem,

Hansson introduced a setR of preference relations and defined that a preference

sentence holds for R if and only if all R inR validated it. In the case of the three

books, R might be a set of two preference relations, R1 and R2, where the first

validates the first disjunct (D � DotN) and the second validates the second

(LotR � DotN).

The formal apparatus allowed Hansson (1995: 10, 2001: chapter 4) to

describe four elementary types of preference change:

1. Revision: a new preference sentence (e.g. A ≽ B) is included in the prefer-

ence model R.

2. Contraction: a preference sentence is lost from the preference model R.

3. Addition: a new alternative becomes available for the preference model R.

4. Subtraction: an alternative for the preference model R is lost.

Hansson provides a complete description of these types, but we will limit

ourselves to a largely informal discussion of how to make the four types of

preference change specific. After all, there are many ways to include a sentence

in a preference model.

To visualise the problem, consider a case where an agent neither weakly

prefers the movie Totoro to Bambi nor vice versa. Assume that their R includes

only the preference relations R1 and R2, where the first one validates only Totoro

≽ Bambi and the second only Bambi≽ Totoro, but neither validates both. If the

agent undergoes a revision that Totoro ≽ Bambi is validated for them, then

the second relation (R2) has to be different. However, it could be changed so

that:

• Totoro ≽ Bambi is only added to what R2 makes true, in which case the R2

would specify indifference between the two movies.

• Or the earlier Bambi ≽ Totoro in R2 would be lost, in which case the agent

represented by R now strictly prefers Totoro.

28 One might respond that in this case, the agent only lacks knowledge of their preferences but still
has determinate preferences. But from a psychological realist perspective, this is not obviously
the case. It could be that the agent is completely unable to recall what the content of the two
books was and only recalls the two titles because they wrote them down. Under these assump-
tions, they seem to lack the relevant knowledge to form the mentally real preference states that
would resolve the disjunction.
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The description given so far does not settle which version is correct.

To make the four types of preference change specific, Hansson suggests that

the preference model before the change should be maximally similar to that of

the model afterwards. Put differently: the change should be conservative. This

move requires a notion of distance. Many such notions can be defined simply by

counting how many preference sentences were true for the first model but not

the second and vice versa and then adding those two counts together. The

maximally similar model is the one for which the added count is the smallest.

However, Hansson (1995: 12) suggests a slightly more complex distance

metric, where some preferences change before others. Specifically, he proposes

that the revision operation includes a so-called priority index that specifies

alternatives that are ‘loosened’ during the revision. When multiple ways to

undergo preference change are open, the change that concerns the loosened

alternatives should occur with priority. For example, when Lane re-reads The

Lord of the Rings and concludes that it is better thanDune, her experience might

loosen her preferences for SciFi and Fantasy books but not travel guides. On

Hansson’s account, that means that if a change in Lane’s preferences over genre

novels can help avoid a preference change over travel guides, then the first

change will occur. Her preferences over genre novels have been loosened and so

should have priority in change.

The general conservative constraints imposed by Hansson and Grüne-Yanoff

can bemotivated in at least three ways (see Grüne-Yanoff 2013: 2629). First, the

change process might have cognitive costs. Presumably, the agent seeks to

ensure that the resulting new preferences are consistent and fulfil various

prior commitments. The smaller the preferences change, the fewer the ways

of newly violating these restrictions.

Second, the existing preferences might have been reached through an invest-

ment, either cognitively or otherwise, and therefore can be seen as a form of

‘accumulated capital’ (Grüne-Yanoff 2013: 2629). Regarding biographies,

Rory might prefer The Power Broker to The Life of Johnson because she

spent months reading both volumes and evaluating their multifaceted qualities.

Given the effort it takes to establish such well-considered preferences on the

matter, they should not be discarded without need.

Third, the functioning of preferences in human conduct might require stabil-

ity. Grüne-Yanoff highlights the role of preferences in personal identity and

long-time planning. Some social coordination functions might also be better

served by stability than fluctuations not forced by the preference change-

inducing event.

All three considerations are most easily understood and supported if prefer-

ences are assumed to be cognitively real. If preferences were merely used to
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describe behaviour, there would be no cognitive cost, and it would be challen-

ging to see how they would accumulate cognitive capital or play a direct

function in cognitive life. Recovering these three reasons from a behaviourist

perspective would require considerable conceptual work. Therefore, the argu-

ments by Hansson and Grüne-Yanoff illustrate the deep intertwinement

between the ontology of preferences and theories of preference change. This

intertwinement is also between descriptive and normative modelling. The

cognitive roles ascribed by these arguments are a matter of descriptive inquiry

and modelling, but they are used to impose normative constraints.

As the name suggests, preference logic deals with preferences, but decision

theorists prefer to work with utility or desirability functions. We now discuss

how Bayesian decision theorists can deal with fundamental preference change.

Bayesian Models of Preference Change

The flexibility of the Bayesian framework makes it comparatively easy to

introduce fundamental preference change into Jeffrey-type decision theory.

While the conditioning approach was initially intended to deal with new

evidence, there is no reason to limit it in such a way. Bradley’s (2017) work

on conditioning explicitly covers changes in preferences, including what he

describes as desire-driven changes. Given the variety of ways of conditioning,

not all of them can be covered; instead, we focus here on what Bradley calls

‘generalised conditioning’.

Let P and V stand for the old degrees of belief and desirability and Q and

W for the new degrees of belief and desirability (i.e. the degrees after the change

has occurred). Furthermore, we need the notion of a partition of the alternatives,

which are in the Jeffrey-framework propositions. A partition of a set of pro-

positions is a set of subsets that do not share any elements but together include

all elements in the original set of propositions. So, if the propositions are:

• tomorrow I read The Power Broker,

• tomorrow I will work on preference change, or

• tomorrow is a Sunday,

then one partition would be the set: {{Tomorrow I read The Power Broker,

Tomorrow is Sunday}, {Tomorrow I will work on preference change}}. For

brevity, we write the partition A = {αi}, where α1, α2, and so on are the various
members of the partition, which are themselves sets of propositions.

Given this notation, the new pair of degrees can be obtained from the old by

generalised conditioning if and only if for all propositions β and for all αi in
A (such that P(β|αi) > 0), the following equations hold (2017: 202):
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Q βð Þ ¼
X
i

P βjαi
� � � Q αið Þ:

This first equation describes the new degrees of beliefs. They result from

multiplying the previous conditional probabilities for the proposition β with

the new probabilities for the partition elements across the partition. More

important for our purposes is the second equation describing the new degrees

of desirability:

W βð Þ ¼
X
i

½V βjαi
� �þW αið Þ� � Q αijβð Þ:

Given the connection between desirability and preferences (i.e. an alternative

is weakly preferred to another if and only if it has at least as high

a desirability), the second equation describes a type of preference change.

These equations might appear opaque, and we cannot provide here all of the

well-developed justification in Bradley’s (2017) book and (2007) paper.

However, to hint at some of the intuition regarding the desirability equation,

note that V βð jαiÞ þW αið Þ ¼ W βαið Þ. That is, deriving the new desirability for

β involves taking the new joint desirability for β with each proposition from

the partition and then weighing this joint desirability by the new conditional

probability of the relevant proposition from the partition given β. Roughly, we
consider the new desirability of all ways in which β could be true and weigh

them by the relevant probability.

Generalised conditioning covers cases where preferences over a given set of

alternatives change direction. Not covered are cases where:

1. an agent acquires or loses a preference between two alternatives;

2. an agent becomes aware or loses awareness of an alternative.

In his effort to make Bayesian decision theory more realistic, Bradley has

provided a way of dealing with these cases. The core idea will be broadly

familiar since it also takes inspiration from the AGM model of belief

change (see Bradley 2017: 245). As we did in our discussion of Hansson

and Grüne-Yanoff, we will provide a broad outline without all the formal

details.

To address the loss and gain of preferences, Bradley introduces the notion of

avatars. The main intuition is that an agent can be thought of as a group of

agents, called avatars, that disagree amongst themselves. If Rory has not yet

settled on the desirability of various courses she might pick this term, she can be

modelled as having multiple avatars that differ regarding the desirability of

these courses while sharing attitudes regarding other alternatives on which Rory
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has a settled state of mind.29 For example, Rory1, her first avatar, might assign

V(biology) = 10 and V(sociology) = 5, while Rory2 might assign the numbers in

reverse (i.e. V(biology) = 5 and V(sociology) = 10). If Rory the person settles on

the first desirabilities, this can be modelled as her losing the second avatar that

was previously in contradiction with this assignment.

The avatar approach greatly resembles the preference-logic approach of

having a preference model R that is a set of multiple preference relations R1,

R2, . . ., Rn. In both cases, the represented agent is said to prefer one alternative

over another if and only if all components (i.e. all avatars or all preference

relations) validate such a preference. Nonetheless, there are considerable dif-

ferences. First, Bradley’s avatars are taken to have desirability and probability

functions, which impose stricter criteria on the avatars than the existence of

a preference modelR requires. Second, Bradley’s approach does not include the

notion of preference sentences, which could then be extended using logical

connectives.30

These differences could be addressed by extending and adapting Hansson’s

preference logic and Bradley’s Bayesian approach. One could require the

preference model R to be such that the relations it includes allow the construc-

tion of desirability functions, and one might define a language of preference

sentences for Bradley’s framework. However, there are reasons not to do so.

The two approaches have different purposes. The preference-logic approach is

better suited to cases where the modeller wants to make minimal assumptions.

Bradley’s extension is appropriate in cases where the full power of Bayesian

decision theory is required.

Having covered losing or acquiring a preference state, the option of becom-

ing aware or losing awareness of an alternative remains. To model such changes

in awareness, Bradley distinguishes the modeller’s domain from the agent’s.

Simply put, there is a truly available set of alternatives and a subset of which the

agent is aware. From the perspective of Bradley’s project, the question is which

restrictions rationality imposes on extending and restricting the agent’s domain

of awareness. Bradley (2017: 255–60) primarily endorses conservative criteria

that describe the preservation of attitudes. In the case of domain extension, the

29 We do not describe these avatars and their subjective probability and desirability functions as
actually being realised as mental entities. While the notion of avatars is highly useful for
modelling purposes, it is very questionable to attribute any cognitive reality to them, especially
when their subjective probability and desirability functions range over a large number of
alternatives. Having not only one but multiple such functions realised would be an extreme
cognitive burden.

30 The propositions that serve as the range for the desirability and probability functions can include
logical connectives, but this level is to be distinguished from that of preference (or desirability)
sentences.
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agent’s new probabilities and desirabilities should be the same as the original

unconditional probabilities and desirabilities. In the case of domain restriction,

the new probabilities and desirabilities should be the same as the old probabil-

ities and desirabilities conditioned on what is to become the new smaller domain

of alternatives. Put differently, when extending one’s domain, the previous

attitudes are preserved as attitudes conditioned on the previous domain. In

contrast, when restricting one’s domain, the previous attitudes conditioned on

the sub-domain are preserved as unconditional attitudes.

We have already encountered conservative requirements in discussing

Hansson’s and Grüne-Yanoff’s approaches. However, as with the case of

avatars and preference models, there are significant differences. Grüne-Yanoff

(2013) has criticised in detail that Bradley’s approach does not include

a similarity measure between desirability functions, which would govern the

change of such desirabilities. It is not the case in Bradley’s approach that an

agent will necessarily develop the most similar desirability function, given the

required changes and constraints of rationality. The rigidity that Bradley for-

malised using conditional attitudes does not have the same restrictive force.

While similarity measures could also be introduced into Bradley’s approach,

doing so is not without challenges (see Grüne-Yanoff (2013) for details).

Beyond Input-Assimilation Models: Sources of Change

In this section, we move beyond input-assimilation models of preference

change and consider how to model the sources of change. Such models need

to specify constraints on how preferences change and the conditions forwhether

preferences change. To distinguish them from input-assimilation models, we

call them sources-of-change models.

The reader might wonder whether sources-of-change models fall into the

domain of philosophy. In particular, one might believe that rationality imposes

negligible constraints on the sources of preference change. Making this assump-

tion, one might hold that models of these sources are purely psychological, not

normative and of no philosophical interest. Unsurprisingly, we disagree with

this view, and we do so for at least two reasons:

1. Philosophers are not just investigating normative questions but are also

invested in descriptive endeavours. For example, philosophers of the social

sciences pursue questions about the descriptive adequacy of agency models,

including sources-of-change models. Considering the conceptual space of

such models is a worthy endeavour for philosophers.

2. Sources of preference change and their impact fall into the domain of

practical rationality. One way to see this is to consider our normative

31Preference Change
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attitudes towards such change. For example, preference change is often

considered unreasonable due to its source: one should not change one’s

preference for one’s life partner due to the current weather. Being a good-

weather partner is improper. Indeed, it might not only be morally reprehen-

sible, but if such unconnected patterns proliferate, one might question

whether the system is still a rational agent. Sources-of-change models

might allow for describing such constraints or criticise systems for failing

to do so.

In the following, we introduce reason-based decision theory and the

commitment-based theory of preference change as two sources-of-change

models.

Reason-Based Decision Theory

When Ishmael told us that ‘Queequeg, for his own private reasons, preferred his

own harpoon’, he implied that our preferences could be grounded in reasons.

Developed by Dietrich and List (2013a, 2013b, 2016b), reason-based decision

theory captures how shifts in such motivating reasons induce preference change.

You might be motivated by the appeal of being famous and therefore prefer

a career as a social media influencer to that of a decision theorist one day, while

the next day, being famous does not serve as a motivating reason to you

anymore, and your preference reverses. You stopped considering that reason,

and, as a result, your preferences are no longer the same.31

In order to model such preference changes, reason-based decision theory

postulates:

1. an underlying set of motivationally salient properties;

2. a weighing relation over the power set of properties.

Together, they ground the fundamental preferences of each agent.

Let us start with a set, called P, of potentially motivating properties for

a university course:

P ¼ includes lots of mathematics LMð Þ; taught by a great professorf
GPð Þ; …g:

Only some of these properties will be motivationally salient for each human

agent who has to choose between courses. Dietrich and List call the set of

motivationally salient properties the agent’s motivational state. We can think of

31 By somewhat simplifying and combining the formulations of the cited papers by Dietrich and
List, we treat potentially motivationally salient properties as reasons.
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the motivational state as specifying the agent’s motivating reasons. Formally,

the agent’s motivational state, M, is a subset of the set of all properties, P (i.e.

M ⊆ P).

Many combinations of properties can be motivating (i.e. many Ms that form

a set of all potential motivational states). Let M denote this set of all motiv-

ational states that are psychologically possible. In our case, M would be as

follows:

M ¼ LM;GPg; GPg; LMg; g . . .f g:ffff

For example, Paris might be motivated to choose a university programme

because it is taught by a great professor (GP) and/or includes lots of mathemat-

ics (LM); then, we can write for Paris that M = {LM, GP}.

Furthermore, Dietrich and List introduce a binary relation ≥, called the

weighing relation, over M. For example, the weighing relation might put

the singleton set of being taught by a GP over the empty set. If and only if the

(weak) weighing relation ranks one set of properties over another, the higher-

ranked set is at least as choice-worthy as the other.

A complete weighing relation allows for deducing the agent’s preferences

over alternatives for each possible motivational state in M as follows: for each

alternative, one identifies the set of motivationally salient properties it instanti-

ates and then finds the place of this set in the weighing relation. That place

specifies the rank of the alternative.32

We will illustrate this with the case of Paris choosing between university

programmes which can be described as combinations of two properties: being

taught by a GP and including LM. The options are:33

• Medicine is taught by a GP but does not include LM (GP, not LM).

• Physics includes LM but is not taught by a GP (LM, not GP).

• Biology has neither of the two properties (not LM, not GP).

As already mentioned, Dietrich and List further postulate an underlying order-

ing of the possible motivational states given by the agent’s weighing relation. In

Paris’ case, this ordering might look like this:34

LM;GPg > GPg > LMg > g:ffff

The set of all properties is ranked above the sets containing one property and the

empty set. This ordering induces a preference ordering for the three

32 For a formally more rigorous description that links this procedure to choice, see Dietrich and List
(2016b: 189).

33 Our example follows Dietrich and List (2013b: 619–20).
34 The ordering would not have to be strict. We only use strict ordering for illustration.

33Preference Change

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
18

18
60

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009181860


programmes, given a motivational state in which Paris could find herself

(Table 3). Assuming both properties are salient, Paris strictly prefers

Medicine to Physics and Physics to Biology. By contrast, if Paris is not

motivated by any of the two reasons that could guide her choice, then she

will simply be indifferent between all available options. If no properties are

motivationally salient, then no alternative can instantiate a motivationally

salient property.

Dietrich and List’s framework combines reasons, as commonly discussed in

philosophical investigations of practical rationality, with decision theory. The

framework clearly draws upon the philosophical literature and has both norma-

tive and description ambitions.

Given the framework’s versatility, it is unsurprising that Dietrich and List

have developed it in multiple directions. One of them was to propose it as an

answer to the question of where preferences come from (see the title of Dietrich

and List (2013b)). A comprehensive answer to this question requires a theory of

preference change, and we will evaluate reason-based decisions only regarding

this requirement. Specifically, we will address two issues:

• Can it cover all cases of preference change?

• Is the reason-based framework a theory of fundamental preference change?

The Scope of Reason-Based Decision Theory

Dietrich and List (2016b: 200–06) have sketched various applications of

reason-based decision theory, the explanation of framing effects, reference-

dependent choices, and more. However, it is quite plausible that reason-based

decision theory cannot be the one theory of all preference changes. In particular,

Dietrich and List’s assumption of a stable weighing relation over sets of

properties limits the theory’s scope.

Assume that Paris’ weighing relation takes the following form:

GPg > g > LM;GPg > LMg:ffff

This weighing relation always orders sets of properties that include LM as lower

than the empty set. Consequently, no matter which properties are motivationally

salient, Paris can never strictly prefer a course that requires LM to one taught by

a GP (i.e. in our example, she can never strictly prefer physics to medicine).35

To model a transformation of Paris into an ardent student of mathematics would

35 We are, for the sake of illustration, still assuming that there are no other properties that could be
salient.
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Table 3 Reason-based decision theory

M = {LM, GP} {GP} {LM} {}

Preferences over property sets {LM, GP} � {GP} � {LM} � {} {LM, GP} � {GP} � {LM} � {} {LM, GP} � {LM} � {GP} � {} {LM, GP} � {LM} � {GP} � {}

Preferences over programmes Medicine � Physics � Biology Medicine � Physics � Biology Physics � Medicine � Biology Physics � Medicine � Biology

https://doi.org/10.1017/9781009181860 Published online by Cambridge University Press
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require a change in the weighing relation. However, Dietrich and List do not

describe how such changes might occur and treat the relation as stable.

It is, of course, an option to double down and assert that if Paris had such

a weighing relation, it could never change, and, given the assumptions of our

example, Paris could never strictly prefer physics to medicine. However, this

does not appear to us a constraint of practical rationality. It is hard to see what

principle of rationality would force us always to weigh sets of reasons the same

way.

If it is not a normative or conceptual constraint, such a change would

presumably be nomologically impossible due to the laws of psychology.

However, postulating such a psychological law appears rather bold to us,

especially since such restrictive laws are generally hard to come by in psych-

ology. It is more likely that reason-based decision theory only accounts for

a specific type of preference change (i.e. change due to differences in the

motivational salience of reasons) and that other types of change must also be

postulated.

Is the Change Fundamental?

As discussed in Chapter 1, we are interested in fundamental preference change,

but one might question whether the preferences that change in reason-based

decision theory are fundamental. As we have proposed, a preference state is

fundamental if it is not grounded or justified by other preference states and

beliefs. However, in the case of reason-based decision theory, it might seem that

the preferences over alternatives are grounded and justified by another

preference-like relation (i.e. the weighing relation over sets of properties).

The main difference is that preferences are derived from a fundamental weigh-

ing relation and motivational states instead of beliefs.

Regarding whether the weighing relation is a preference relation, we believe

that it should be considered as such for the purposes of asking the question of

fundamentality. This interpretation aligns with the intent of the framework’s

proponents. In an early paper, Dietrich and List (2013b: 628–30) left open

whether the weighing relation should be considered a preference relation, but

they later (2016b) came to be at peace with that description and used it them-

selves. Formally, the weighing relation strongly resembles a preference relation.

To render the relations different, one could propose a rationality requirement

for one while denying it for the other.36 For example, one could claim that the

36 In imposing such different criteria, one has to be careful to make the preference ordering still
derivable from the weighing relation. How would one derive cyclical preferences from an
acyclical weighing relation?
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weighing relation has to be a strict ordering without indifference, while

a preference ordering could include indifference. However, it seems to us that

such a distinction would be primarily technical. Since we do not see the basis for

this distinction in practical rationality, it does not really touch upon the sub-

stance of whether preferences over alternatives were similarly derived as

preferences over actions in the case of uncertainty. Therefore, the reason-

based decision theory does not account for truly fundamental preference change

after all.

The Role of Commitment in Preference Change

As a capstone for our discussion of sources-of-change models, we want to

connect them to the input-assimilation model of Hansson and Grüne-Yanoff,

which distinguishes two tiers of alternatives during revision. Some preferences

were loosened and were, therefore, less robust during the change.37

Since Hansson and Grüne-Yanoff were working within the framework of

input-assimilation models, they only addressed the question of what form

a change in preferences should take given a specific input, not whether any

change should happen.Wewant to fill this gap, and for that purpose, we propose

a connection between ranking preferences by how easily they change and

whether change occurs. Why would one individual’s preferences change

when another individual’s do not?

To formalise the problem, consider the story of Doyle and Paris. Our protagon-

ists face a choice over what to study: physics or medicine. In the beginning, they

share a strict preference for medicine over physics. Therefore, Doyle and Paris

enrol in the medicine course. Full of excitement, they start their studies, learn

numerous Latin names for bones, and have first patient contact. At this point, they

both experience the tragic death of a patient. This experience has transformative

potential and leads Doyle to undergo preference change. His preference between

medicine and physics reverses. Doyle switches degrees. Paris has had precisely the

same experience. However, this does not lead to a preference reversal in her case.

She still prefers medicine over physics and is continuing her degree. Why did

Doyle undergo preference reversal but Paris did not?

It seems that the difference between Doyle and Paris cannot be explained by

new information learned from the patient’s death.38 They both knew that

patients tragically die, and we can expect they had a good sense of how this

37 One could also try to capture robustness differently. For example, one could define the robustness
of a preference state regarding how persistent it is across changes in motivational reasons using
reason-based decision theory. We thank Christian List for bringing this to our attention.

38 We are not strictly required to deny that any readable information was acquired, only that any
newly acquired information leads to derived preference change.

37Preference Change

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
18

18
60

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009181860


would feel. In essence, we stipulate that their experience brings no relevant

information about either course of study. Nevertheless, their preferences might

differ in stickiness, or so we suggest.

Crucially, Paris’ preference is more robust than Doyle’s despite them sharing

relevant preferences and undergoing the same experience. A preference is more

robust than another if, ceteris paribus, it takes a more intense experience to

change it. A more intense experience is needed to override Paris’ preference for

medicine than Doyle’s.

The story of Doyle and Paris undergoing a potentially preference-changing

experience is just one example among many that our framework covers. As the

following example illustrates, not all these experiences must be life-changing.

Rory and Jess prefer William S. Burrough to Ernest Hemingway, but they

both read The OldMan and the Sea for school. While they have read it before on

their own, the novel speaks much more to them on this occasion. They have an

intense positive experience, despite receiving no new information about the

book or its content.39 This positive experience leads Rory to undergo motiv-

ational change. She now prefers Hemingway to Burrough, while Jess remains

a Burrough fan.

Importantly, neither scenario can be covered by the approach of Hansson and

Grüne-Yanoff, since the input-assimilation model always a priori assumes that

preference change occurs. What is needed is a theory that connects the robust-

ness to not only how preference change occurs but also whether it occurs. To fill

this gap, we propose what we call the commitment-based theory of preference

change.

The main idea of the commitment-based theory of preference change is that

the robustness of an agent’s preferences results from how committed they are

to these preferences. Commitments are mental properties explaining motiv-

ational dynamics. In this way, commitment resembles entrenchment in the

AGM modelling literature. Grüne-Yanoff and Hansson (2009) have also

discussed such an entrenchment-inspired proposal but without taking the

idea very far.40

We develop our framework for modelling these commitments in five steps:

39 One proposal we do not discuss is that Rory and Jess might learn something new about
themselves.

40 Formally, the proposal briefly considered by Grüne-Yanoff and Hansson (2009: 179) resembles
an ordinal version of our proposal, but they interpret it as second-order preferences and question
whether such second-order preferences are stable enough to constrain preference change. We do
not identify commitments with the intuitive interpretation of second-order preferences, insofar
as we do not claim that the degree to which an agent wants to have a preference is the same as the
degree of commitment to said preference. In fact, we would expect second-order preferences to
influence commitments without being identical to them.
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1. Presenting the basic assumptions about alternatives and preferences.

2. Outlining the newly introduced commitment function.

3. Developing our representation of experience.

4. Introducing the ‘commitment-preservation identity’ as a condition describ-

ing which preference ordering would result if an experience caused prefer-

ence change.

5. Finally, introducing the intensity inequality that determines whether an

experience is intense enough to cause this change.

Alternatives and Preferences

Our framework requires a set of alternatives and preference states held over

these alternatives.41 In the example of Doyle and Paris, the set of alternatives

might simply be a set of available university courses:

A ¼ physics;medicine;…g:f

For the purposes of our overview, we do not settle on the specific nature of the

alternatives: they could be Savage-type consequences or Jeffrey-type propositions.

However, we assume that A is the set of alternatives over which the fundamental

preferences range. These fundamental preferences are taken to be well-described

by a preference ordering that is represented as a set of preference states, P:

P ¼ medicine � physics; physics � physics; . . .g:f

All preference orderings we consider will be complete, in that a preference state

of strict preference or indifference holds between each pair of alternatives,

including alternatives paired with themselves.

In our overview, we only consider preference changes in which agents replace

indifference or strict preference between alternatives with the same two types of

state. We will overlook other types of preference change, such as when

a preference is withdrawn between two alternatives without indifference or

a reversed preference takes its place, or when alternatives are lost or discovered.

Commitments and the Commitment Function

‘Commitment’ is used in many ways.42 We add to this collection and use

‘commitment’ in a further technical sense: commitments determine the robust-

ness of an agent’s preferences in response to experiences. This general idea can

be given two interpretations: strong and weak.

41 The framework developed here ismost easily interpreted using only strict preference and indifference.
42 For some interesting uses of ‘commitment’, see Sen (1977) and Chang (2013).
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In the strong interpretation, commitments are mental states that govern the

robustness of preferences in the light of experiences. These mental states would

have the function, presumably due to evolutionary selection, to ensure that

preferences do not change haphazardly. If some process would affect

a preference with strong commitment, the strong commitment state will act as

a defence.

In the weak interpretation, commitments are just the robustness of prefer-

ences. According to this view, they are a dispositional property of preference

states. Preferences are more or less fragile.

The two interpretations can be compared to two ways of explaining why

a porcelain plate might not break during transport: either it has been packaged

well in dampening materials, which are in this analogy equivalent to the

commitment states, or it is not disposed to break, presumably due to its intrinsic

properties. For the present purposes, we will not settle on one interpretation. In

either interpretation, commitments to preferences are irreducible to the prefer-

ence ordering, and our conditions can be applied to the dynamics of preferences.

While both Doyle and Paris initially prefer medicine to physics, they differ in

their commitment to this preference. Importantly, their commitment is not

reducible to the strength of their preference since it might be derived from

their utility functions. That is, Paris being more committed to the preference for

medicine over physics does not simply mean that the difference in utility

between these two options is larger for her than for Doyle.43 In our example,

Paris and Doyle initially wanted to study medicine and physics to the same

degree.

We do not consider the distinction between the strength and robustness of

a preference to be particularly controversial once appropriately considered.44

Fickle agents with strong desires (i.e. individuals who strongly want their

preferred alternatives but nonetheless undergo substantial motivational change

over time) are common. We have all heard of the fickle lover who desires with

all their heart to be with the object of their love rather than anyone else, only to

change their mind a day or two later. Their preference is strong but not robust.

The converse is also possible. Human agents exhibit anaemic but persistent

preferences, which require intense experiences to be changed. A trivial example

is a ceteris paribus preference for having $1010 rather than $1000 in one’s bank

account. Most of us would not be willing to do much to realise this preference.

Yet, it would take an extremely intense experience, perhaps a conversion to

a religion of poverty, to reverse this preference. The strength of preferences

43 We assume here that utility functions are comparable between Doyle and Paris.
44 The notion of strength used here should not be confused with the one used when distinguishing

weak (≽) and strict (�) preference relations.
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understood in terms of utility functions cannot account for such cases. Since

robustness is distinct from strength, we postulate that commitment is distinct

from desirability.

Based on this informal understanding, one can develop rigorous models that

describe the role of commitment in preference change. However, there are

multiple ways to develop such a framework. One key question is at which

scale one should represent commitment. On an ordinal scale, commitments

would only be taken to specify whether one preference is more robust than

another but not how much more robust. A ratio scale allows such a specific

comparison.45

Justifying a response to this question goes beyond what we can accomplish

here. For the purpose of illustration, we will settle on a ratio-scale representation

of commitment in the following since its power simplifies the presentation.

However, at opportune moments, we will remark on how one could develop the

framework differently.

Given the suggested representation of alternatives and preferences, commit-

ments can be represented by a function from the set of preferences P to an

appropriate interval. Specifically, we suggest that the function takes the form:

com: P → ℝ:

For example, Paris’ commitment might be 8 while Doyle’s is only 6. We would

write this as:

comParisðmedicine � physicsÞ ¼ 8

comDoyleðmedicine � physicsÞ ¼ 6:

Intuitively, the higher the commitment to a preference relation, the more intrin-

sically robust the preference is (some special cases are treated in Appendix B).

More precisely, we need to turn to the representation of experience.

Representing Experience

We have stipulated in our example that Doyle and Paris experienced the death of

a patient in the same way, but one might inquire what it means for two

experiences to be the same. It cannot be sufficient that the agents live through

the same events because then a difference in how they interpret these events

45 The ratio scale also requires a zero point, which will correspond to having a neutral experience in
our framework. Looking at a white wall while thinking of something else is usually such an
experience. If you do it too long, the boredom might develop an intensity, but a thoughtless
glance will lack anything like it. Such a shared zero point will also enable an interpersonal
comparison.
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could explain the difference in preference change. Instead, it is required that the

internal representation of the events is the same, at least insofar as the represen-

tation matters for the dynamics of preferences (cf. Bradley 2017: 185–86).

Experiences can be extremely rich and their processing highly complex, but

we make the simplifying assumption that only two aspects of an experience

matter for commitment-based preference change, which we call:

• Substantial component

• Intensity

First, an experience suggests changing particular preferences, and this

suggestive part of the experience we call the ‘substantial component’. For

example, the substantial component of Doyle and Paris’ experience suggests

preferring physics over medicine, which can be represented as the singleton

set {physics�medicine}. The substantial component specifies which preferences

are to be considered because of what has happened to the agent. This aspect of the

experience mirrors the proposal by Hansson and Grüne-Yanoff, although we are

not operating with general preference sentences.

Second, every experience has an intensity. Good experiences, such as enjoy-

ing a book by Hemingway, and bad experiences, such as witnessing a patient’s

death, have an intensity. We propose that the intensity of the experience can be

represented by a real number on a ratio scale, meaning that such experiences can

be more or less intense. In the case of Doyle and Paris, the experience is intense

because it is highly tragic. In the case of Rory and Jess reading Hemingway, the

experience is presumably of lower intensity.

As with the representation of commitment, one can – and should – question

whether the intensity of experiences, such as the experiences of Doyle and Paris, is

1. representable by real numbers on a ratio scale;

2. whether intensities are commensurable across agents.

Defending these assumptions in all detail goes beyond the confines of our

Element, and we will later outline how to model intensity on an ordinal scale

instead. However, for now, we want to offer a potential path for approximately

operationalising ratio-scale intensity.

The intensity of an experience might be approximated using the experience’s

degree of absolute pleasurability (i.e. treating both highly pleasing and highly

displeasing experiences as intense and neutral experiences as lacking intensity).46

46 This is a simplification since we do not want to claim that the intensity of every experience (e.g.
mystical experiences) can be approximated solely by the experience’s degree of pleasurability.
The content and other features of the experience might make a difference, but this approach
serves as a starting point for a preliminary empirical investigation.

42 Decision Theory and Philosophy

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
18

18
60

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009181860


Psychological research has provided evidence that experiences share a hedonic

degree. For example, Kahneman (1999) proposes that every experience can be

characterised by a value on a single good/bad dimension because the good

experience of, for example, reading a book by Hemingway and the bad experi-

ence of the death of a patient share an attribute of goodness/badness. When the

good/bad commentary is conscious, it is experienced as pleasure or distress, with

a corresponding acceptance or rejection of the stimulus. If we determine the value

of an experience affectively rather than cognitively (e.g. Zajonc 1980) and the

affective evaluation works on pleasant/unpleasant dimensions (e.g. Kahneman

1999; Kauppinen 2015), the hedonic degree suggests itself as a proxymeasure for

intensity. Therefore, if two agents experience an event with the same intensity,

they experience the same absolute hedonic degree. The intensity can then be

represented by a function:47

I : E → ½0;∞Þ;

where E is the set of experiences, and the range starts at zero because it reflects

the absolute hedonic degree (i.e. there is no negative intensity).

Accepting that intensity is on a ratio scale, an experience can be represented

by an ordered pair with the substantial component (i.e. a set of preference

relations suggested by the experience as the first member and the intensity as

the second). For example, the experience of Doyle and Paris can be written as:

〈 physics � medicineg; 7〉:f

The experience suggests a specific preference (i.e. to prefer physics over

medicine), and it does so with a specific intensity.48 That Doyle and Paris

have the same experience means that the experience is correctly represented

by the same tuple for our purposes. Both the substantial content and the intensity

of the experiences are identical.

Condition 1: The Commitment-Preservation Identity

Given this formalisation of experiences, we propose that one equation specifies

which preferences are changed if preference change occurs. The idea is simply

that preferences are changed to minimise overall violation of commitments.

Assume an experience changes an agent’s preferences. If Q represents the

new preference ordering and C represents the set of all preference orderings

47 Whether or not there is any finite ceiling on the intensity of experiences is an empirical question
that this formalism leaves open.

48 This formalism allows for one experience to suggest multiple preferences to be changed. For
example, it could suggest that Doyle wants to go to another university in addition to switching
programmes.
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over the set of alternatives that are rational and compatible with the substantial

component of the experience, then the identity is:

Q ¼ argmin
C in C

X
R in PnC

com Rð Þ
 !

:

This identity specifies that the new preference ordering is the one that is

compatible with the experience and, at the same time, minimises the sum of

violated commitments.49 Specifically, the commitment-preservation identity

requires that the new preference ordering is the ordering of C that minimises

the commitment of preferences that must be abandoned (i.e. that are in P but not

in Q). If the commitment to a preference state, R, is higher than others, it is less

likely to be abandoned. Therefore, the identity selects the compatible preference

ordering, minimising the commitment values of the preferences in the original

but not the new preference ordering.

In the case of Doyle and Paris, the following two preference orderings might

be amongst the candidates, one that only ranks physics over medicine and one

that also ranks biology over medicine, where all preference states subsumed in

the ellipses are identical:

1. {physics � medicine, medicine � biology, physics � biology, . . .}

2. {physics � medicine, biology � medicine, biology � physics, . . .}

If Doyle previously preferred both medicine and physics over biology and had

positive commitments to these preferences, the first preference ordering would

always have a lower overall violation of commitments. Therefore, it will be

selected over the second candidate.

Interpreting the identity normatively, a rational agent should undergo prefer-

ence change in such a way as to minimise the violations of commitments.

Intuitively, a rational agent should not go overboard in accommodating an

experience. In this regard, the commitment-preservation follows a similar

motivation as Hansson and Grüne-Yanoff’s model. However, there are import-

ant differences.

Themost obvious difference is that our suggested model includes a ratio scale

of commitment. However, one can also envision an ordinal version of our

framework that could follow the model of Hansson and Grüne-Yanoff. That

is, instead of requiring that the sum of the commitments be minimised, one can

49 We assume here that the preference orderings are complete in the sense that between each two
alternatives, either a strong preference or indifference holds. Otherwise one might want to also
introduce a commitment to the absence of a preference.
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require that as few preferences of the highest commitments be changed as

possible, and then as few preferences as possible of the second tier, and so on.

A more profound difference is that in the Hansson and Grüne-Yanoff model,

the revision operation specifies loosened alternatives and, thus, preferences that

have priority when it comes to change. In our approach, commitments hold

across preference transformations and determine the robustness of preferences.

What is a property of the experience in their model is a property of the agent’s

cognitive system in ours. Despite starting with highly similar motivations, the

variation in assumptions about what governs motivational dynamics leads to

quite divergent models. The difference between them will become even more

apparent with the second condition.

Condition 2: The Intensity Inequality

Having described how preferences change with the commitment-preservation

identity, we propose that whether preference change occurs also depends on

commitments. To capture this, we propose the inequality condition.

If I(e) represents the intensity of an experience e and C represents the set

of all preference orderings compatible with the substantial component of the

experience, again represented using strict preference and indifference states,

the inequality describing the condition under which preference change

occurs is:

I eð Þ ≥ min
C in C

X
R in PnC

com Rð Þ
 !

:

Informally, preference change happens if and only if the intensity of the

experience overcomes the sum of violated commitments. Therefore, we can

describe the difference between Doyle and Paris. For Doyle, the intensity of

the patient-death experience is greater than the sum of the commitments for

the preferences that are abandoned. Put more informally: the experience hits

him harder than the degree to which he hangs on to his preferences. Given that

the experience is represented as h{physics � medicine}, 7i, we can write for

Doyle:

7 ≥ min
C in C

X
R in PnC

com Rð Þ
 !

:

In contrast, for Paris, the condition is not fulfilled due to her greater commitment

to the preference for medicine over physics:
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7 < min
C in C

X
R in PnC

com Rð Þ
 !

:

This formalism encompasses the examples of Doyle and Paris’ life-changing

experience and Rory and Jess’ experience with Hemingway. In both examples,

the agent who undergoes preference change fulfils the inequality condition,

while the other does not.

Interpreting the inequality condition normatively, a rational agent should not

change their preferences because they had a bad experience but because they

also had a sufficiently intense experience. Interpreting the inequality condition

descriptively, an agent will not undergo preference change whenever an adverse

experience occurs, but they will if it is sufficiently intense.

The inequality condition requires the commensurability of the intensity of

experiences with commitments for both its normative and descriptive tasks.

Only then can we say that Doyle was hit harder by the experience than he was

committed to his preferences. Accepting our story of Doyle and Paris, this claim

appears natural to us.

To use the example of Shakespeare’s Hamlet instead of our tale, assuming

commensurability allows us to take at face value the following assertions:

Hamlet’s experience was more intense than his interest in society could with-

stand.While he strongly held social preferences before, never wavering in them,

the experience was greater than them.

These assertions assume that Hamlet had persistent preferences to engage in

social interaction over other activities and that these preferences were held to

some degree. Furthermore, they assume the experience of his father’s death and

mother’s remarriage to the murderer was greater than this degree. It is probably

not the only way to read Shakespeare, but it seems intuitive enough to suggest

that we have a grasp on the commensurability between experiences and com-

mitment. Such a grasp, we suggest, arises from our acquaintance with similar

situations.

These considerations appear to us sufficiently strong to provisionally base

our model on this commensurability, albeit with the caveat that the overall

model requires further empirical investigation.50

50 To quantitatively compare experiences and commitments, an empirical approach might involve
creating a numerical scale for both dimensions. For experiences, a survey could be developed to
assess the intensity of individuals’ experiences following specific events, with participants
providing values on some scale. Similarly, for commitments, a study could gauge individuals’
stability to their preferences, generating commitment values. However, it is crucial to acknow-
ledge that obtaining accurate empirical measurements for experiences and commitments is very
challenging.

46 Decision Theory and Philosophy

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
18

18
60

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009181860


Postulating and justifying commensurability between experience intensity

and commitments is one thing; formalising this commensurability is another. To

simplify this formalisation, we assume that both the commitment function and

the intensity of an experience are on a shared ratio scale. For example, we

assume that if an agent is twice as committed to a set of preferences, then the

experience of changing these preferences also has to be twice as intense. Unlike

an ordinal scale, the ratio scale can offer such a straightforward interpretation.

We find it plausible, especially since we believe an experience can hit one

person twice as hard as another and therefore have twice the impact.

Nonetheless, one could also develop an ordinal version of our proposal, which

would preserve a more limited commensurability. For example, experiences

could have a maximal commitment level that they can overturn. Therefore, one

might explain why Paris’ preference is more robust than Doyle’s by:

1. postulating three levels of commitments to preferences: high, medium, and

low;

2. ascribing a high commitment level to Paris’ preference for medicine� physics

but a medium to low commitment level to Doyle’s same preference.

Then, the experience h{physics�medicine}, mediumi would lead to a preference
change for Doyle but not Paris.

This explanation does not require a full ratio scale. However, it still requires

commensurability between intensity and commitment and between persons.

Without the commensurability between persons, it would no longer be valid to

assert that Doyle and Paris had the same experience since the intensity level of

the experience would no longer be comparable.

If one went further and rejected the intrapersonal commensurability between

intensity and commitment, the inequality condition could no longer be speci-

fied, even for one person. Therefore, the commensurability assumption is

required even on the ordinal variant of our proposal.

The Commitment-Based Approach and Practical Rationality

In either the ratio scale or ordinal variant, the underlying motivation for the

inequality condition is that an experience should not lead to preference change

unless it is sufficiently intense. If every bad experience, such as suffering

a paper cut while reading philosophy papers, makes one reconsider which

university programme one prefers, the rational diachronic agency is lost.

There is a need to restrict which experiences can cause preference change,

and the commitment framework allows us to formalise this restriction. Notably,

the motivations provided by Grüne-Yanoff transfer to our proposal:
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1. The change process might have a cognitive cost; therefore, the less the

preferences change, the lower the costs. Demanding sufficient intensity for

preference change reduces the cost.

2. Insofar as existing preferences have been reached through investment and

serve as cognitive capital, they should not be given up without need. In our

model, the need is captured by the degree of intensity.

3. Preference change might also be limited so that preferences can fulfil their

function in the life of human agents. Such stability will be increased if

preference change follows the intensity inequality.

While the model of Hansson and Grüne-Yanoff does not include anything like

intensity inequality, our proposal is supported by their motivations. The same

underlying concern of how to accommodate practical rationality despite the

occurrence of changing preferences drives the two modelling efforts. They also

connect the modelling effort to less formal debates about practical rationality.

At least two considerations offered in these debates further support the role of

commitments as described by our model.51

First, commitments can help us to achieve our goals over time and to structure

our lives. Therefore, they have instrumental value for us. In his ‘planning

theory’, Bratman (1987) has, for example, argued that intentions are – in

contrast to mere desires – future-directed and subject to specific rationality

requirements. Intentions make it rational for us not to reconsider our plans in

many situations and thus help us to deal with our limited resources and to

overcome temptations (see Bratman 1995, 1998; Harman 1986; Holton 2004).

While Bratman’s concept of ‘intention’ or Holton’s concept of ‘resolve’ are

not identical to our notion of ‘commitment’, the role they are ascribed and the

rationality requirements are very similar. Such views are closely related to the

‘paper-cuts argument’: Diachronic rationality is lost when trivial events such as

paper cuts frequently reverse consequential preferences, such as the one

between fields of studies. An agent could never complete a multi-year course

of studies if they constantly changed their mind. From Bratman and Holton to

Hansson, Grüne-Yanoff, and us, the view is that preference change must be

limited for preference states to fulfil their functions. Commitments are one way

to meet this requirement.

Second, commitments can help us establish and maintain personal identity

over time. For example, Paris’ personal identity might involve a greater com-

mitment to her course of study. In his later work, Bratman (2000, 2005) looks

for states whose ‘primary roles include the support of coordination by way of

the constitution and support of connections and continuities, which, on

51 We are grateful to Holger Baumann for providing valuable ideas for this section.
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a broadly Lockean view, help constitute the identity of the agent over time’

(Bratman 2000: 45). He identifies these states with ‘self-governing policies’,

which are principles of action that structure our agency over time and ensure

that we actively shape and maintain our identity. Again, this notion differs from

our notion of commitment. However, the motivation is shared: the importance

of commitments could be explained further by appealing to their role in our

identity over time.

A similar view can be found in the work of Frankfurt (1982, 2006), who

holds that acting on preferences or desires alone is insufficient for autonomous

agency. According to him, such states are too fleeting and do not constitute the

agent’s own standpoint (Frankfurt 1999: 162). Instead, he proposes that states

of ‘caring’ can play the agent’s role. If an individual cares about something,

they (1) have a stable disposition to act in certain ways, (2) are committed to

what they care about (this includes feelings of frustration if they do not

achieve it and active efforts to avoid such frustration), and (3) has a future-

oriented outlook (e.g. Frankfurt 1982, 1999, 2006). This characterisation of

caring is highly similar to commitments. The importance that we ascribe to

commitments could thus be further supported by alluding to their contribution

to autonomous agency: commitments might be said to constitute the agent’s

own standpoint, such that if they act according to their commitments, they act

autonomously.

The Future of the Commitment-Based Approach

While we cannot develop the commitment-based approach at length, we hope it

shows that many fruitful preference change models remain unexplored. The

commitment-based approach starts from the idea that preferences differ in their

robustness, which Hansson and Grüne-Yanoff have suggested, and we develop

it considerably further by connecting it to the question of whether preference

change occurs.

We have left many questions open, and to end this section, we pick one to

show how an engagement with it could be of philosophical interest. The

question is: what are the determinants of commitment? If commitment

differs between individuals, we expect something to explain these differ-

ences. Innate personality traits, social pressure, and institutions might all

affect our commitments. For example, the economic literature on endogen-

ous preferences often relates the creation of preferences to social institutions

(e.g. Bowles 1998; Poulsen and Poulsen 2006). From a philosophical per-

spective, exploring whether evidence on normative questions can change

commitments would be especially interesting. For example, if one is
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convinced by the argument that lying is wrong, this experience might

increase one’s commitment to the relevant preferences. Similarly, if

a friend with great musical taste suggests that the band Fugazi is aesthetic-

ally superior to Blink-182, one’s commitment to this preference might grow

stronger without the preference increasing in strength. As philosophers, we

would like to know whether there are any normative or empirical restrictions

on such commitment changes.

To address such questions, future philosophical work on preference

change will increasingly need to engage with empirical results from cogni-

tive science and psychology. Our outlined model indeed relies on such

engagement since it is an open question whether agents have commitments

governing preference change dynamics. That is not to say that such empir-

ical explorations would be easy. In the case of commitment-based decision

theory, it might require the ability to measure the intensity of experiences

independently of preference change, a considerable challenge. Clever

experimental designs are needed to show that complex models of prefer-

ence change, such as the commitment-based model, can be considered an

improvement.

The question of how to model preference change is not settled. However,

having developed a better sense of the space of possible models, we can move to

the next question: given that preferences will change, how can and should we

choose as practical agents? If we have good reason to believe, perhaps due to

a model, that a course of action might affect the preferences based on which we

choose, should this alter our choice?

3 Rational Choosing in the Light of Change

Making rational decisions is difficult for many reasons. We are limited beings

and might fail to consider the relevant utilities and probabilities of options

(Kahneman and Tversky 2000). We might find it hard to compare the alterna-

tives we face (Sartre 1957). Most importantly for our present topic, choosing

may be difficult for us in light of preference transformations (Ullmann-Margalit

2006; Paul 2014; Pettigrew 2019). Especially in cases where we cannot even

foresee the exact nature of coming preference change, our ability to choose

rationally is questioned.

In this chapter, we discuss two debates in this context. First, we cover Laurie

Ann Paul’s (2014) approach in Transformative Experience and the recent

literature on transformative experiences to which Paul’s contribution gave

rise. Second, we discuss Richard Pettigrew’s proposal in Choosing for

Changing Selves and the associated literature.
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The Challenge of Transformative Experiences

Paul’s Transformative Experience discusses whether some experiences trans-

form us in such a way that we cannot rationally decide to undergo them as long

as we exclusively base our decision on how much we will value these experi-

ences. Examples of such experiences include having a first child or becoming

a vampire. We are not the same afterwards, at least regarding our preferences.

In this context, Paul defines transformative experiences as experiences that

are both epistemically and personally transformative. An epistemically trans-

formative experience teaches you what it is like to be a certain way. For

example, the experience of being a parent is the only thing that can teach you

what it is like to be a parent, or so the example assumes.

A personally transformative experience changes your ‘core preferences’

(Paul 2014: 16). For example, being a parent likely changes your perspective

on life and, by extension, your core preferences.52 So, the choice of whether

to have a child is a transformative decision since at least one of the available

options (being a parent) leads to a transformative experience. We have

already encountered another example of a transformative experience in the

example of Doyle experiencing a patient’s death while studying medicine.

Further examples include:

• Switching careers

• Receiving a cochlear implant

• Undergoing gender reassignment surgery

• Moving to a new country

• Going to war

• Taking certain drugs

According to Paul, transformative decisions pose a fundamental problem for human

agents because such choices cannot be rational in a specific decision-theoretic

sense. As a first attempt, Paul argues that rationally choosing to become a parent,

for example, requires knowing what it is like to be a parent and what one would

value as a parent. However, one cannot knowwhat this is like before becoming one.

Because there is some controversy on how to understand Paul’s challenge to

decision theory, we first focus on making it specific. Second, we reconstruct

Paul’s position regarding the challenge. Third, we provide a very brief overview

of the current state of research focusing on decision-theoretic solutions aiming

to overcome Paul’s challenge.

52 We have introduced a technical notion of ‘fundamental preference’ in Chapter 1. While we do
not know what Paul exactly means by ‘core preference’, we believe that at least some of these
core preferences will be fundamental in our sense.
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The Challenge to Decision Theory

There are different ways to formulate Paul’s challenge to decision theory and

rationality more broadly understood.53 Pettigrew (2015, 2020) argues that Paul

challenges a deliberative conception of decision theory. According to the delibera-

tive conception, an agent uses the decision-theoretic models to deliberate and make

a rational choice according to their preferences. According to this conception, being

rational means the deliberation preceding the choice fulfils certain rationality

criteria. If you choose the best outcomewithout deliberating according to the formal

decision theory framework, you are still irrational in the deliberative conception.

Transformative choices pose a problem for the deliberative conception of deci-

sion theory because they threaten the usefulness of decision-theoretic models for

deliberation. Consider Paul’s example of the decision of whether to have a (first)

child. Applying Savage-type decision theory, one would proceed as follows.

First, one identifies the set of available actions. Let us suppose there are two

options: having a child and not having a child (ignoring any difficulties regard-

ing conception). Second, one assigns a utility to each potential outcome. The

number of potential outcomes depends on the relevant states of the world. For

illustration, assume that only the following states of the world matter for the

decision: the relationship works out or falls apart, and one’s financial situation is

stable or unstable. Therefore, there are four relevant states of the world:

1. The relationship holds, and the financial situation is stable.

2. The relationship holds, and the financial situation is unstable.

3. The relationship falls apart, and the financial situation is stable.

4. The relationship falls apart, and the financial situation is unstable.

In this scenario, one determines the utility of eight potential outcomes (each

action will lead to one of four different outcomes): the utility of having children

given that the relationship holds and the financial situation is stable (Utility 1),

the utility of not having children given that the relationship holds and the

financial situation is stable (Utility 2), the utility of having children given that

the relationship falls apart and the financial situation is unstable (Utility 3), and

so on. We can express this as shown in Table 4.

Third, one multiplies each outcome’s utility by how probable the state of the

world is (i.e. one’s level of confidence that the outcome will occur given the action)

and calculates theEUof having a child and theEUof not having a child by addingup

the utilities of the corresponding outcomesweighted by the subjective probability of

the associated state of the world. Lastly, one chooses the action with the highest EU.

53 For alternative proposals, see Campbell (2015), Chang (2015), Dougherty et al. (2015), Isaacs
(2020), and Khan (2021).
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According to Paul, step 2 fails when the decision is transformative (Villiger

2021): one cannot even approximately assign any reliable utility to the outcome

of having a child (Paul 2014: 19–23; 2015a: 3–5) because one does not have

access to it (Pettigrew 2015). Denying any epistemic access raises the question

of which notion of utility Paul presupposes.

Paul’s concept of subjective value is crucial in this regard. While Paul (2014:

25) recognises that non-subjective values, such as objective moral and pruden-

tial values, can hold importance in some decisions, she sets them aside for the

first-personal transformative choices of interest to her. Paul argues that even if

the value of a non-phenomenal outcome can be evaluated, its unknown phe-

nomenal value may be so positive or negative that it outweighs its known non-

phenomenal value (Paul 2015c: 165 and footnote 4).

The centrality of subjective values in decision-making has been challenged

(e.g. Chang 2015; Kauppinen 2015; Bykvist and Stefánsson 2017; Khan 2021).

Bykvist and Stefánsson (2017) argue that assessing non-subjective values is

crucial for agents who are not ‘texture fetishists’. As defined by Bykvist and

Stefánsson (2017: 131), texture fetishists are agents for whom the experience of

an outcome largely determines its value.

The crucial aspect for us is the subjective aspect of experiencing or, as

Campbell (2015) and Paul (2015b: 807) put it, living out the outcome,

which ultimately determines its perceived value. With this in mind, we can

draw upon the existing research in psychology to interpret Paul’s under-

standing of utility.

Kahneman (2006) distinguishes between decision utility, experienced utility,

and predicted utility.54

Table 4 Decision whether to have a child

Relationship holds Relationship falls apart

Stable
finances

Unstable
finances

Stable
finances

Unstable
finances

Having a child Utility 1 Utility 3 Utility 5 Utility 7
Not having a child Utility 2 Utility 4 Utility 6 Utility 8

54 According to Kahneman and Tversky (1984: 349), decision theory implicitly assumes that the
so-called decision values and experience values coincide. The idea is that an ideal decision-
maker (1) can predict future experiences perfectly and (2) can base the evaluation of the options
on these predictions.
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• Decision utility is equivalent to modern decision theory’s concept of utility; it

is the weight assigned to an outcome (Kahneman 2006: 489).

• Experienced utility is the positive or negative feeling corresponding to the

chosen option. On a hedonistic interpretation, the experienced utility is the

degree of pleasure or pain in the actual experience of an outcome, but other

interpretations are possible.

• The predicted utility of an outcome is the agent’s beliefs about the experi-

enced utility at some future time.

Simplifying, we use Paul’s concept of subjective value and the concept of

experienced utility interchangeably. We do not mean to interpret Paul as

a hedonist by this, but the notions of positive and negative feeling can be

broadly construed as more than sensory pleasures and pain (e.g. a generally

positive sense of having achieved one’s goals).

Leaving experienced utility aside, predicted utility also plays a key role in

Paul’s examples: the prediction of one’s experienced utility fails (at least, the

prediction is not sufficiently reliable) because what she calls cognitive model-

ling fails.

On this reconstruction, Paul’s challenge to deliberative decision theory can be

understood as follows:

1. One does not have epistemic access to a transformative outcome’s future

experienced utility.

2. Therefore, it is impossible to determine the EU of a transformative choice.

3. Therefore, it is impossible to determine whether one prefers the transforma-

tive option (being a parent) or the non-transformative option (living

a childless life).

4. Therefore, transformative decisions fall outside the realm of deliberative

decision theory.

Reconstruction and Interpretation of Paul’s Argument and Solution

In the previous section, we saw that there is a connection between Paul’s work

and the psychological literature on the gap between decision utility and experi-

enced utility (i.e. mischoices in which we fail to choose the option that leads to

the best experience) and the gap between predicted utility and experienced

utility (i.e. mispredictions in which we fail to predict what will make us

happy). Psychologists have described various causes for mischoices and mis-

predictions (see Buehler and McFarland 2001; Gilbert et al. 2002; Hsee and

Zang 2006: 505):
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• Agents might overlook important things.

• Agents might have incorrect beliefs.

• Agents over-predict external rewards, such as income.

• Agents underestimate intrinsic values, such as contact with friends.

Given this wealth of psychological research an agent could read, why does Paul

claim that agents cannot access a transformative outcome’s future experienced

utility? According to her, the usual way one determines an outcome’s utility is

cognitive modelling, which she characterises as using amental simulation to put

oneself ‘in the shoes’ (i.e. the first-person perspective) of a future self. To

determine what it would be like for oneself to have a child or to continue living

without one, the agent creates a sort of mental cinema: ‘In the first movie, one

does have a child. In the second film, one lives a childless life’ (Mathony and

Messerli forthcoming: 2). Crucially, the agent not only imagines what they will

do but also how the experience of being a parent would feel.

From Paul’s viewpoint, the prescribed procedure of mental simulation is

essential for the decision to be authentic. The notion of authenticity is integral

to Paul’s theory, and she would consider its abandonment highly unsatisfactory

(Paul 2014: 112). Even if an agent were to know the transformative outcome’s

future experienced utility without undergoing mental simulation, the decision

arrived at through such means would lack authenticity.55

However, in the case of transformative experiences, Paul argues that cogni-

tive modelling fails (see Paul 2014: 124). As discussed earlier, such transforma-

tive experiences have a personal component insofar as they can change an

individual’s core preferences while simultaneously having an epistemically

transformative component that puts up an ‘epistemic wall’. According to

Paul, we cannot penetrate this wall through imagination, testimony, or scientific

investigation. One might think that scientific data could show what experiences

result from becoming a parent. However, Paul argues that aggregated statistical

data do not provide sufficiently fine-grained information on how one will

experience having a child (Paul 2014: 131–32). She holds that the experience

of being a parent only becomes accessible through becoming one.

When deliberating about whether to become a parent, one does not know, for

example, one’s career ambitions. As we understand Paul, the problem of

personal transformation is, therefore, twofold:

55 There are exceptions to this rule in Paul’s view, such as in the case of getting one’s legs
amputated without anaesthesia. Even without a cognitive simulation, it is clear that amputation
without anaesthetic would be a terrible experience for an agent. Every potential outcome of such
a situation is negative, regardless of how specific those outcomes may be.
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1. Do present preferences (e.g. career is more important than family) or future

preferences (e.g. family is more important than career) matter more?

2. One does not know one’s future, transformed preferences.

Therefore, there is not only the problem of whether current or future preferences

should guide one’s choice but also the problem that one’s potential preferences

after a transformative experience are inaccessible.56

In addition to raising the challenge, Paul offers her own solution: a rational

agent should base transformative decisions on the so-called revelatory value.

That is, instead of basing a transformative choice on a prediction regarding

one’s experienced utility, one should make such a decision by asking oneself

how one values new experiences and new selves. According to Paul, we can

rationally choose transformative experiences. However, such a choice requires

resources not usually part of decision theory, such as a desire to undergo such

experiences.

As part of her solution, Paul reformulates the structure of the decision

problem so that the outcomes do not involve experiencing but rather discover-

ing the transformative outcome. If you deliberate about epistemic transforma-

tive choices, such as trying durian fruit for the first time, the relevant outcomes

are discovering the taste of durian and avoiding discovering the taste of durian.

In Paul’s view, these outcomes are independent of the experienced taste, which

one cannot predict. Similarly, if you deliberate about personal transformative

choices, such as being a parent for the first time or studying medicine, the

crucial question is how much you value discovering what it is like to be a parent

or a doctor: which Paul calls the revelatory value.57

However, it is questionable whether Paul’s solution is successful. Some

authors have claimed to spot tension in it (e.g. Kauppinen 2015; Shupe 2016;

Bykvist and Stefánsson 2017). While Paul initially disregards non-phenomenal

values such as those of prudence and morality and focuses on the issue of

subjective values, she later proposes a solution that appears to be based on

a non-phenomenal value: the revelatory value. As noted by Bykvist and

56 Without epistemic transformation, one would know ‘what’s on the other side of the wall’ and, as
a result, the problem of personal transformation would be reduced to the still complex question
of whether one should base one’s decision on current or transformed (or maybe even past)
preferences or some aggregate utility of them (e.g. Ullmann-Margalit 2006; Bykvist 2006;
Pettigrew 2019). We will discuss this issue in the second half of this chapter.

57 However, you also face a further challenge when confronted with a personal transformative
choice: the preferences regarding the revelatory value might change. For example, before
becoming a parent, you assign it a high revelatory value, and after the experience, a low
revelatory value. However, Paul states that this challenge can be addressed: if you prefer to
discover that your preferences change (independent of how they will change, which you do not
know), you should choose the transformative option.
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Stefánsson (2017), this presents a challenge for Paul since she must argue that

the revelatory value is subjective despite facing difficulties in doing so.58

We provide an interpretation that identifies a related tension in Paul’s solu-

tion, drawing upon prior research on this subject. Our argument has three steps.

First, as mentioned earlier, Paul proposes that a transformative choice should

be taken authentically.

Second, for Paul, authenticity means ‘authentic self-governance informed by

knowledge via experiential or imaginative acquaintance with objects of delib-

eration’ (Paul’s characterisation of her concept of authenticity in her Teaching

Guide to Transformative Experiences: 9; see also Paul (2015b: 807)). Note that

Paul’s perspective regarding what constitutes an authentic choice has thereby

been subject to criticism.59 As Khan (2021) noted, Paul posits that

a transformative decision can only be deemed authentic if it involves mental

simulation. Our interpretation aligns with Khan’s (2021) assertion that Paul’s

definitions of rational and authentic preferences both entail imaginative

acquaintance with potential outcomes (i.e. in Paul’s view, an authentic choice

necessitates cognitive modelling).

Third, the revelatory value is determined independent of forecasting/cogni-

tive modelling in Paul’s framework: one uses cognitive modelling to find out

what an experience is like, but one does not use cognitive modelling to find out

whether one wants to discover what the experience is like or to avoid discover-

ing it. In other words, according to Paul, a choice based on the revelatory value

does not involve cognitive modelling.

Therefore, a choice based on the revelatory value cannot be authentic. In

summary, the tension is that Paul claims that a transformative choice should be

taken authentically, but her own solution leads to the choice not being taken

authentically. Therefore, Paul’s solution appears unsatisfactory.

Addressing the Challenge

There remains a growing area of research on transformative experiences, with

some philosophers accepting and some rejecting Paul’s argument. We first point

out views consistent with Paul’s argument before turning to criticisms.

Arvan (2015) accepts Paul’s conclusion that transformative choices fail to be

rational. He argues that since we cannot know which major life choices are

58 We are grateful to an anonymous reviewer for bringing to our attention this argument pertaining
to Paul’s solution.

59 Campbell (2015) states that Paul’s conception of authenticity is overly limited to the notion of
‘knowing what it is like’ and does not consider external or impersonal factors (see Paul (2015b)
for a response). However, the objective here is not to evaluate Paul’s definition of authenticity
critically but to understand her perspective.
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likely to be rational, we should train our capacity for resilience (i.e. a robust

psychological disposition to respond adaptively to unexpected life events). Like

Arvan, scholars who agree with Paul often connect transformative experiences

with more applied topics.

Paul’s contribution can also be viewed as intersecting with research on

decision-making in situations of deep uncertainty (e.g. Karni and Vierø 2017;

Helgeson 2020). Deep uncertainty occurs when agents cannot access complete

information, the available present and future actions, the potential outcomes

resulting from these actions, or the value associated with these outcomes. One

interpretation of Paul’s work considers it a philosophical addition to the dis-

course on decision-making with increasing awareness, where the decision-

maker comprehends that the consequences currently beyond comprehension

will become known upon implementation of the action.60

However, many philosophers disagree with Paul’s challenge or think other

solutions are available. We first highlight some contra arguments, which try to

show that there is no actual challenge. Second, we present decision-theoretic

solutions that attempt to address the presumed challenge.

Contra Arguments

One research branch asks whether imaginative projection is the only epistemic

route available (see Dougherty et al. 2015; Cath 2019). Dougherty et al. (2015)

propose that testimony and inference from similar experiences or behavioural

observations can be used to estimate the value of new experiences. Therefore,

they distinguish between the phenomenological character of an experience and

its value. Their key point is that while one cannot know the phenomenological

content of an epistemically transformative experience, its value can be known

using the aforementioned methods. Similarly, Cath (2019) distinguishes two

strategies for acquiring ‘what it is like’ knowledge. Oneway is to acquire it from

a first-person perspective, via cognitive modelling, or, of course, from its actual

experience. Another way is to acquire it from a third-person perspective, such as

by consulting testimony.

A different branch of research critically examines the concept of cognitive

modelling in greater detail (see Bykvist and Stefánsson 2017; Campbell and

Mosquera 2020; Cath forthcoming). For example, Mathony and Messerli

(forthcoming) provide empirical evidence on whether cognitive modelling

fails for decisions likely to have transformative outcomes. They argue that

cognitive modelling can be operationalised as affective forecasting, which is

roughly our ability to predict the impact of certain experiences on our

60 We thank an anonymous reviewer for bringing this to our attention.
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happiness. More specifically, Mathony and Messerli compare transformative

and non-transformative experiences relating to agents’ ability to engage in

affective forecasting. They find that decision-makers’ performance in cogni-

tively modelling transformative experiences does not systematically differ from

that in cognitively modelling non-transformative experiences. According to

Mathony and Messerli (forthcoming), individuals mispredict their future hap-

piness levels at the same rate, regardless of whether the experience in question is

transformative. If their operationalisation of cognitive modelling as affective

forecasting, methodology, and meta-study results are sound, their conclusion

directly opposes Paul’s view on cognitive modelling and transformative

experiences.

Decision-Theoretic Solutions

Many philosophers have presented their own choice models and solutions for

how to rationally make transformative decisions (e.g. Campbell 2015;

Kauppinen 2015; Pettigrew 2015, 2020; Reuter and Messerli 2018; Villiger

2021, forthcoming a, forthcoming b). We will discuss approaches by Reuter and

Messerli (2018) and Pettigrew (2015, 2020), who have developed detailed

decision-theoretical models to address Paul’s challenge.

Multi-Criteria Decision-Making

Reuter and Messerli’s (2018) approach is based on standard multi-criteria

decision-making science (e.g. Ishizaka and Nemery 2013). The idea is that

rational decision-making involves two components:

1. Value: the extent to which a criterion favours a certain outcome.

2. Weight: a criterion’s relative importance.

To illustrate, imagine that you have to choose between buying one or another

apartment, and suppose two criteria matter: price and location. First, each of the

two criteria has a weight. If you consider both criteria equally important, their

respective weights are 0.5. Second, both apartments have value regarding price

and location. If one apartment is cheaper, it has a higher value regarding price.

According to this approach, the overall utility of an action, such as buying an

apartment, is determined by a weighted average of how much each criterion is

fulfilled.

However, unlike standard multi-criteria decision science, Reuter and

Messerli’s approach allows decision criteria to be unknown. For example, you

might not know whether you value one apartment more than another regarding

location. This approach allows agents to form a preference ranking over acts even
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if values are unknown, for example, because they depend on the experienced

utility of a transformative outcome.

To illustrate how the models work, we consider the transformative decision

of whether to have a child. Assume that three criteria influence our agent’s

choice:

1. whether the agent’s partner wants to have a child;

2. the agent’s financial situation;

3. the experienced utility of what it is like to have a child.

Furthermore, these criteria differ in importance to the agent. The partner’s opinion

accounts for 40 per cent of the decision process (wpartner = 0.4), while financial

impact contributes 35 per cent (wfinancial = 0.35), and experience 25 per cent

(wexperience = 0.25). For illustration, we assign the following values:

vpartner/pro-child = 1 and vpartner/contra-child = 0 (i.e. the opinion of the partner speaks

totally in favour of becoming a parent), vfinancial/pro-child = 0.5, and

vfinancial/contra-child = 0.5. Notably, the experienced utility is unknown, so

vexperience/pro-child = ? And vexperience/contra-child = ? A summary is provided in

Table 5.

By calculating the overall utility for both acts – and only using the known

weights and values – one arrives at:

U having a childð Þ ¼ 0:4� 1þ 0:35� 0:5 ¼ 0:575

U not having a childð Þ ¼ 0� 0:4þ 0:35� 0:5 ¼ 0:175:

Even if the experienced utility totally speaks against having a child (i.e.

vexperience/contra-child = 1), the overall utility of not having a child would be at

most U(not having a child) = 0.425 (0.175 + 0.25), which is still much lower

thanU(having a child) = 0.575. Therefore, preference ordering is possible, even

if the experienced utility is unknown, provided wexperience < 0.5.

Table 5 Multi-criteria decision-making

Criteria Weight
Value for
a child

Value against
a child

Partner wants to have a child 0.40 1 0
Financial situation 0.35 0.5 0.5
Experienced utility of having a child 0.25 ? ?
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Of course, one might maintain that the weight wexperience is generally >0.5.

However, Reuter and Messerli (2018) conducted an empirical investigation asking

individuals to weigh a range of values in terms of importance regarding

questions such as whether or not to have a child. They found that the import-

ance individuals assign to the weight wexperience does not make it impossible,

or even improbable, that they will form a rational decision and act towards

what they prefer most. Indeed, because how an experience will feel does not

have sufficient weight or, alternately, because other criteria are together

sufficiently important, individuals faced with a transformative choice will

make a rational decision much of the time.61

A more serious problem would arise if the weights could be changed due

to the personally transformative character of the experience. If so, the

weights assigned to what it will feel like to be a parent, for example, might

increase so that an agent would have decided differently. Then, the decision

would have arguably failed to be rational. Put simply: the worry is that the

weights might also be outcome-dependent. However, the empirical data that

Reuter and Messerli (2018) have collected from individuals who already

have children (and, therefore, have already had the transformative experi-

ence and the possibly changed weights) are relatively robust (i.e. the weights

of the decision criteria look similar to those who had not undergone the

experience).

Reuter and Messerli’s solution has been criticised on both theoretical and

empirical grounds. One theoretical critique refers to the fundamental assumptions

of multi-criteria decision-making models. Most such models assume (a) the

separability of the decision criteria (to avoid double-counting); (b) the numerical

ascertainability of the criteria weights; (c) the value and weight attributions range

between 0 and 1; and (d) that for each criterion, voutcome 1 + voutcome 2 = 1 (e.g.

vexperience/contra-child + vexperience/pro-child = 1). Assumption (c) is particularly con-

troversial (see Villiger (forthcoming b)) for a critique). For instance, why can

values not be >1? The reason is that values can be taken to represent whether

a criterion is fulfilled in multi-criteria decision-making models. For example, if

one’s partner wants to have a child, the respective criterion is fulfilled

(vin favour of child = 1).

One justification for imposing a normalisation on values can be found in the

satisficing theory (Simon 1955).While there are significant differences between

the satisficing and multi-criteria decision-making models, Simon’s rationale for

61 It might sound implausible that a choice can be rational even though it occurs in the context of
a misprediction of one’s experienced utility. However, this is sensible when other values are at
stake that are independent of experience prediction. Reuter and Messerli (2018: 27–28) have
conducted a permutation test that suggests such independence.

61Preference Change

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
18

18
60

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009181860


satisficing can also be extended to multi-criteria decision-making: the classical

conception of rationality embodied in standard decision theory is overly

demanding demands on decision-makers. A normalised multi-criteria approach

is easier for us as limited human beings to handle.62

Villiger (forthcoming b) also argues that Paul’s challenge explicitly refers to

Savage-type EU theory. However, it is unclear why one must stick to this

version of decision theory. After all, the important question is which theory is

more plausible for deliberation. Crucially, Paul seems to accept Reuter and

Messerli’s theoretical choice model for making rational transformative deci-

sions (Chituc et al. 2021).

Instead, Chituc et al. (2021) criticise Reuter andMesserli (2018) on empirical

grounds. They argue that the so-called evaluability bias explains Reuter and

Messerli’s empirical findings. The idea is that participants attach more weight to

the decision criteria they can know, and since they cannot know wexperience, they

attach less weight to it.63 While the evaluability bias might indeed play a role in

explaining participants’ responses, we should remember that a preference

ordering in Reuter and Messerli’s model is possible as long as wexperience

< 0.5. Furthermore, more research is needed regarding the normative relevance

of the objection (is the evaluability bias always irrational?) and the relationship

between subjective and non-subjective values in general (how should

a decision-maker weigh experiential values relative to non-experiential

values?).

Uncertain Utilities: The Fine-Graining Solution

According to Reuter andMesserli’s choice model, a transformative decision can

be rational even when the experienced utility of a transformative outcome is

unknown. In contrast, Pettigrew’s choice model is based on the idea that the

experienced utility of a transformative outcome can be known to a certain

degree.

Pettigrew’s (2015, 2016, 2019, 2020) Fine-Graining Solution responds to

Paul’s challenge by building uncertain utilities into EU theory. Since one does

62 To better reflect the observable behaviour of human agents in light of these limitations, Simon
(1955: 104) proposes several simplifications and modifications, one of which involves categor-
ising possible consequences into two groups: satisfactory (1) and unsatisfactory (0). This
approach notably resembles assumption (c) in multi-criteria decision-making models.

63 Chituc et al. (2021) agree with Reuter and Messerli that participants attach little weight to the
subjective value compared to the other decision criteria. Moreover, they replicated Reuter and
Messerli’s rank ordering of the relevant decision criteria. However, they argue that participants
care about subjective value even if they attach less weight to it. Chituc et al. also present
empirical evidence that participants attach less weight to subjective value because it is difficult
to evaluate, not because it is unimportant.
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not know the utility of having children, one instead uses expected values for the

utility of having children. That is, one replaces the utility of having children

with more fine-grained expected values for having children using testimony

from those who already have children.

Let us assume that parents fall into two groups. According to Group A (let us

say 40 per cent), the utility of having children is 2. According to Group B (the

remaining 60 per cent), the utility of having children is 4. We can express the

probabilities derived from this situation as in Table 6.

Pettigrew’s solution circumvents the problem of a transformative outcome’s

inaccessible future utility value by making the utility value part of the outcome

(i.e. fine-graining). Evidently, the utility of the outcome ‘becoming a parent and

the utility of becoming a parent is 2’ is 2, regardless of whether becoming

a parent is transformative. In Pettigrew’s approach, EU doubly depends on the

agent’s degrees of belief.

Given the important role such degrees of belief play within Pettigrew’s

approach, they deserve their own discussion. Paul (2014, 2015a, 2015b) and

Pettigrew (2015, 2016, 2019) have debated the question of whether evidence

from other individuals (i.e. those who already have children) does sufficiently

concern one’s own utility. As already mentioned, Paul claims that an authentic

self bases their evidence on knowledge via experiential or imaginative acquaint-

ance. In Pettigrew’s view, statistical evidence about other individuals’ utilities

tells one something about one’s own utilities.

Consider an agent with certain character dispositions who lives in spe-

cific social conditions and has an intrinsic desire to become a parent.

Suppose individuals in Groups A and B were sufficiently similar to our

agent when they decided to become parents. In this case, the expected value

of 3.2 for having children tells our agent something about their EU of

having children.

Another issue raised in the literature is the interpersonal comparability of

utility. Isaacs (2020) criticises Pettigrew’s approach because averaging across

different utility functions does not work with so-called ‘cardinal utilities’.

Without going into detail, the idea is that we cannot compare the utilities and,

therefore, we cannot even group individuals according to their utility as

Table 6 The fine-graining solution

Group A P(having children | U(having children) = 2) 0.4
Group B P(having children | U(having children) = 4) 0.6

In this case, the expected value for having children is 3.2 (0.4 × 2 + 0.6 × 4).
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demonstrated in Table 6. Instead, additional information is required to compare

the utilities of different agents. For example, we would need to know that value

X of one individual utility function is the same as value Y for another function.

Therefore, according to Isaacs (2020), Pettigrew’s solution presupposes a more

enriched concept of utility than cardinal utility.

There are at least two ways to address the problem of comparability. First, an

approach that replaces utility with expected values for utility need not presup-

pose testimony and thereby avoid comparisons between agents. Second, some

formal approaches build on Pettigrew’s solution but try to avoid the problem of

interpersonal utility comparisons. For example, Villiger (2021) argues that due

to fundamental higher-order facts that apply to any type of experience, an agent

at least knows the general shape of the utility space.64

Pettigrew has proposed a solution to Paul’s challenge, but he goes beyond

transformative experiences. His work concerns the general question of whether

an agent should base their choice on current, future, or past preferences,

a question to which we also now turn.

The Challenge of Changing Selves

Anne and John have always dreamed of starting a family. They have been in

a loving relationship for several years; so they discuss whether to finally

have a child. Anne currently wants to continue travelling around the world

with John. However, Anne believes it is quite likely that if she had a baby,

she would prefer having the child and settling down. That is, Anne’s future

self, as a mother, would probably prefer having settled with a baby over

travelling.65

Anne faces a crucial problem: if she chooses to have a child, her future

preferences (settling down is preferable over travelling) presumably replace her

current preferences (travelling is preferable over settling down). On which

preference should Anne base her choice?

Drawing upon Pettigrew’s Choosing for Changing Selves (2019), we call this

the challenge of changing selves. We present three potential solutions to this

64 Pettigrew (2019: 102–103) presents an additional solution that enables utility comparisons.
However, note that Pettigrew’s solution primarily addresses the question of how an individual
can compare their various selves’ utilities over time. Since selves will resemble each other over
time, this is an easier problem than interpersonal utility comparison in general. Pettigrew (2019:
97) defends this assumption by stating that, ‘my future self has a good deal more insight into the
mind of my past selves than I have into your mind or the minds of even my close friends and
family’. Of course, one might object that according to Pettigrew’s Parfitean metaphysics, the
relevant notion of being the same or a different person can be graded on a spectrum and that this
also applies to interpersonal utility comparisons.

65 For the sake of simplicity, we largely ignore the option of travelling with a baby, even though
some individuals are choosing it and live accordingly.
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challenge. The first solution states that Anne should base the decision only on

her present preferences. The second solution states that Anne should base the

choice on her higher-order preferences (Ullmann-Margalit 2006). However,

most of our attention will be given to a third solution advanced by Pettigrew

(2019), who argues that Anne should base her choice on a weighted average of

past, present, and possible future preferences.66

Present Preference Solution

Isaacs (2020: 1074) claims that Anne’s change of preferences is not problematic

since decision theory does not depend on future utilities. He writes, ‘It is easy to

say what an agent should do in the face of potentially changing utilities –

maximise EU relative to his current credences and current utilities’ (Isaacs

2020: 1078).67 In Isaacs’ view, current Anne should prevent future Anne from

getting what she wants if what she wants is diametrically opposed to what

current Anne wants.68 Therefore, Anne should continue travelling without

having a baby.

One way to elaborate is to argue that rational choice is limited to an individ-

ual’s current preferences and beliefs because standard decision theory aims to

formalise means-end rationality. According to this view, it is not means-end

rational to choose means to attain goals that the agent has discarded or has not

yet embraced. However, note that a means-end interpretation is not universally

accepted since decision theory does not necessarily involve an instrumental

conception of practical rationality (e.g. Nida-Rümelin 1994).

Another way to elaborate is to argue, like Paul, that we cannot predict our

own future preference changes (e.g. Elster 1983).69 Consequently, present

preferences are all Anne has when making a choice. This response suggests

that Anne simply has no idea whether her future preferences will diverge from

her current ones. For example, Anne cannot predict whether her future self will

enjoy settling down with a baby more than travelling. After all, a significant

percentage of individuals regret parenthood (e.g. Donath 2015; Geißler and

66 One might also argue that Anne should base her choice only on future preferences. For example,
Schulz (2020) can be interpreted this way.

67 Isaacs (2020) does not provide a crafted argument for why only present preferences matter
because this is not the main point of his paper.

68 Parfit (1984) holds a similar view, claiming that future goals do not matter for present choices.
69 Note that Elster’s view is more complex and particularly relevant in the context of so-called

adaptive preference change. According to Elster (1983: 117), one type of adaptive preference
change is not intended but is rather a causal process that merely happens to oneself. Therefore,
the change in preferences is not rational (for an opposing view, see Bruckner (2009)). However,
Elster (1983: 25) also argues that adaptive preference change can be rational when preferences
are changed intentionally through character planning.
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Laude 2016), and some individuals travel with babies. Furthermore, preferences

may change unexpectedly even if Anne chooses the non-transformative option.

Anne’s desire to travel may weaken or disappear even if she tries to avoid

transformation.

While some uncertainty is to be expected, humans nonetheless seem able to

base their choices on possible future preferences and anticipate them to a certain

extent. The idea that preference change can be foreseen is especially plausible

if – contrary to Paul – one considers testimony and that one’s values are

socialised (i.e. created through socialisation processes). In Anne’s case, con-

sulting testimony could be informative.

Geißler and Laude (2016) stated that approximately one-fifth of parents

regret parenthood. Assuming that nothing about Anne renders her especially

similar to these regretful parents, she would most likely not regret the choice

to have a child. Therefore, she can somewhat confidently predict the prob-

ability distribution of her future preferences and could reasonably act upon

them.

A further option to justify the present preference solution would be to argue

that our present preferences already appropriately consider our future prefer-

ences, or at least should do so.When Luke realises that his future self will prefer

to retire and go fishing instead of continuing to work, this might change Luke’s

present preferences for future retirement, perhaps even his current preferences

regarding howmuchmoney to save eachmonth. Our present preferences are not

causally independent from our beliefs regarding our future preferences.

Provided the present and future self are appropriately related to each other,

considering each other in their standard preferences, there is no need to consider

more than the present preferences. Otherwise, the future preferences would just

be accounted for twice.

However, it seems to us that sometimes agents disagree, even conflict, with

their future selves. Luke might resent his future self for wanting to go fishing

rather than continue the working lifestyle he currently values. He might even

save less money to ensure his future self cannot fulfil its preference. While such

extreme cases of disagreement might be less common, it seems to us that more

than the present preference solution is needed to address them.

Higher-Order Preference Solution

Ullmann-Margalit (2006) proposes that Anne should base her choice on higher-

order preferences (preferences over preferences). To illustrate the concept of

higher- and lower-order preferences, consider Frankfurt’s (1971: 8) example of

a drug addict. A drug addict might have a first-order preference to consume

66 Decision Theory and Philosophy
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drugs instead of abstaining but a higher-order preference not to have the

preference to consume drugs.

According to Frankfurt’s (1971: 7) view, Anne’s ability to reflect on her

preferences allows the formation of higher-order preferences. When confronted

with a choice that might lead to a change of some preferences, Anne should

therefore ask herself which of these preferences she would prefer to have: does

she want to become the person that prefers having a child or remain the person

that prefers travelling (Ullmann-Margalit 2006: 167)?70

Advocates of a higher-order preference solution have to address at least two

challenges. First, the normativity challenge concerns the normative power of

higher-order preferences and questions whether higher-order preferences are

worthier than first-order preferences. The second challenge highlights that

higher-order preferences can also change: Anne’s higher-order preference for

settling down might reverse when she experiences motherhood. We call this the

higher-order change challenge. We briefly discuss both challenges, beginning

with the normativity challenge.

One possible response to the normativity challenge is to assert that low-order

preferences backed up by higher-order preferences typically promote an agent’s

well-being more than those lacking such backing. This promotion of well-being

would then justify giving them priority.

There are two problems with this argument. First, it is questionable whether

there are objective facts about what is valuable for each comparison of goals or

preferences (Pettigrew 2019: 47). For example, it seems dubious that there is an

objective fact regarding whether studying business administration is more

valuable than studying art.71 Second, it is questionable whether lower-order

preferences backed up by higher-order preferences necessarily promote an

agent’s well-being more. While this may be true in the case of Frankfurt’s

drug addict, it might be false in the case of Anne. It is entirely possible that Anne

has a higher-order preference for a first-order preference for being a mother and

that the satisfaction of this preference will decrease her well-being. Indeed,

there is empirical evidence that parents’ levels of life satisfaction decrease on

average and stay below their previous childless levels of life satisfaction for

70 Ullmann-Margalit (2006) also suggests that Anne should take small steps to ensure the continuity of
her personality over time. She illustrates this with the following example: ‘Thus, if the big decision
you face is whether tomarry this man or not, youmay try to arrange for the two of you to live together
for a while so that you can get a foretaste of your future life – and of your future self – as his spouse’
(Ullmann-Margalit 2006: 169).While this is (often) a reasonable strategy, note, however, that Anne is
almost at the point of no return in our case. One cannot try out a child like a new outfit, or at least one
should not. And while spending time with nephews and nieces might be advisable before making
a decision, one can question whether it is really the same as having a child of one’s own.

71 See Pettigrew (2019: chapter 5) for an overview and serious objection to the proposal that Anne
has one so-called true utility function.
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several years (e.g. Luhmann et al. 2012). One may interpret this as evidence that

parents’ well-being decreases on average.

Another argument is that only higher-order preferences reflect whowewant to be

and what we consider meaningful. In this view, Anne’s higher-order preference for

becoming a mother reflects what she considers a meaningful life. However, this

approach is also controversial. Assume that Anne becomes extremely unhappy as

a settled-down mother who does not perceive her parental duties as meaningful. In

this case, the preference for settling down with a child over travelling might be

backed up by a higher-order preference – she would prefer to have such

a preference – but it is unclear whether acting on this preference reflects what is

more meaningful to Anne.

In addition to the questions about the normative force of higher-order prefer-

ences, the higher-order change challenge looms. If future higher-order preferences

differ from current ones, how should we choose between them? Pettigrew (2019:

chapter 4) seems correct that the higher-order preference solution, which he calls

‘the Utility of Utility Solution’, does not solve the challenge of changing selves but

pushes the problem to a higher-order level. Why should Anne prioritise present

higher-order preferences rather than possible future higher-order preferences?

Therefore, it is clear that both the present and higher-order preference solu-

tions face problems. Nevertheless, Anne’s preferences will likely change when

she gets older, regardless of which option she chooses. Therefore, Anne must

face the challenge of how to choose in light of future preferences that likely

differ from her current ones.

Pettigrew’s Aggregate Utility Solution

Pettigrew’s (2019) aggregate utility solution is based on the idea that Anne’s

past, present, and future selves can be treated as a group of individuals whose

attitudes must be aggregated. In other words, Anne is a collective entity

comprising diverse selves whose attitudes must be aggregated. While Anne’s

current self is making a choice, she must decide on behalf of all three selves

since each self contributes to the person Anne. So, when Anne decides, she

should base her choice not only on her present utilities but also on those of her

past and possible future selves matter, although to different degrees.72 From this

metaphysical perspective, Pettigrew can use social choice theory tools to

address the problem of choosing to change selves.73

72 The idea that each self’s value over time matters can also be found in Bykvist (2006).
73 Bykvist (2021) critically discusses whether Pettigrew’s metaphysical perspective justifies the

interpretation of an agent’s decision-making challenge as analogous to a social choice problem.
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Of course, much is to be said about how exactly this aggregation will be

modelled, and many options exist. For example, one could use majority voting

instead of Pettigrew’s weighing scheme. In light of this universe of options,

Pettigrew spends much effort justifying his exact aggregation model, but we

will limit ourselves to presenting the final results of his theory. The key points

can be summarised as follows:

• The aggregation occurs on the levels of utilities and subjective probabilities

(rather than preferences or beliefs, for example).

• The aggregation takes the form of a weighted average. That is, the final value

function should average the utility function of each relevant self, weighted by

how much that self’s mental state should matter.

• To determine the weights, Pettigrew makes recourse to Derek Parfit’s contri-

bution to ethics and the personal identity debate. In particular, the degree of

connectedness between individuals plays a role in specifying the average’s

weights.

Applying this strategy, Pettigrew would argue that Anne should base her choice

on a weighted average of past, present, and potential future utilities. This

weighted average should then determine the evaluation of acts and inform her

decision.

To illustrate how Pettigrew’s solution works, we ignore uncertainty and just

ask how Anne should calculate the utilities for the outcome of settling down

with a child over a life of travelling. In this case, Anne should proceed in two

steps to make a rational choice.

In the first step, Anne determines the utilities of the outcomes: the extent to

which her past, current, and future selves value this choice, multiplied by the

weights assigned to the respective selves. Simplifying, by only taking one future

self into account, for now, we can represent this as follows:

• Past Anne’s utility in future Anne settling down with a child: UPast(settling

down)

• Current Anne’s utility for the same future option: UPresent(settling down)

• Future Anne’s utility: UFuture(settling down)

The indices concern the utility of which self is considered, while the option is

always considered to be in the future.

Our case study, in which future Anne would prefer having a baby but current

Anne would prefer travelling, indicates that: UPresent(settling down) < UPresent

(travelling). Nonetheless, it might be the case that the future self assigns a larger

utility to settling down: UFuture(settling down) > UFuture(travelling). This relation
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might be shared by the past self so that UPast(settling down) > UPast(travelling).

After all, Anne and John have dreamed of starting a family.

A situation like this can be summarised as shown in Table 7 if we assign

utilities to how Anne’s selves evaluate the corresponding outcome.

To signify that these different utilities add up to one individual’s utility, we

have the weights for them add up to 1. For illustration: if the weight of current

Anne’s utility is 0.6 and the weight of future Anne’s utility is 0.3, then the

weight of past Anne’s utility is 0.1.

Using these weights, UOverall(settling down) would be 0.1 × 2 + 0.6 × 1 +

0.3 × 2 = 1.4 andUOverall(travelling) would be 0.1 × 1 + 0.6 × 2 + 0.3 × 1 = 1.6. In

this scenario, the overall utility for settling down turns out to be smaller, but we

have only considered one future Anne so far. There might very well be a second

possible future Anne that assigns UFuture(settling down) = 5. Assuming that the

future Anne’s split the overall weight of the future and keeping all other utility

assignments identical, we arrive at UOverall(settling down) = 0.1 × 2 + 0.6 × 1 +

0.15 × 2 + 0.15 × 5 = 1.85.

In the second step, Anne should calculate which act maximises her EU. At

this stage, we could reintroduce uncertainty (i.e. Anne would have to multiply

the overall utilities of the outcomes with the respective probabilities that the

outcomes will occur). Since this step would follow the procedure of Savage-

type decision theory, we will not describe it again.74

Thus far, we have illustrated how aggregation, including weights, works.75

How to determine the weights is another question. Pettigrew follows Parfit and

accepts that connectedness is more important than personal identity and

Table 7 Aggregate utility solution

Settling down Travelling

UPast 2 1
UPresent 1 2
UFuture 2 1

74 However, one might raise the question of whether only the present degrees of belief or also past
and future degrees of belief should be taken into account. Should utility and probability functions
be treated the same or is there a difference between their roles that justifies treating them
differently? We do not further pursue this question to focus on the change of preferences.

75 Simplifying the discussion, we have glossed over crucial issues, such as cross-world interven-
tions, for example. A cross-world intervention occurs when, for example, Anne’s decision-
making utility in one possible world affects her utilities in another possible world. Pettigrew’s
aggregation procedure excludes such interventions, and Pettigrew acknowledges that others,
such as Bykvist (2006), have also done so.
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sympathises with the following principle: the more connected a self is to Anne’s

present self, the more the weight that should be attached to it.

The crucial question for us is what being connected means when applied to

different selves. Pettigrew makes three claims. First, Anne’s past self is con-

nected to her present self in that Anne now benefits from her past sacrifices. One

can imagine, for example, that Anne previously saved money and worked hard

to later be in a good position to have a child. According to Pettigrew (2019:

172), Anne is therefore obliged to give a certain amount of weight to her past

self.

Second, Anne is cognitively connected to her various selves, in that they

share experiences and cognitive states, such as memories and beliefs. Following

Parfit, Pettigrew (2019: 187–192) argues that these cognitive connections are

a legitimate reason to discount the future; the weaker the cognitive connection

between a future self and Anne’s current self, the less the weight that should be

given to that future self.

Third, Anne is connected to her selves, in that they share values; therefore,

the closer the self’s values are to Anne’s current values, the more the weight that

should be assigned to them (Pettigrew 2019: 213). In other words, the more

similar Anne’s different selves’ utilities are to her present self’s utility, the

higher the weight it should be assigned. In Pettigrew’s view, agents feel less

alienated the more they base their decisions on commonly shared values. To

illustrate this idea, consider a student who does not value money but studies

business instead of art because they expect to care about money in the future. If

our student despises individuals who consider money important but neverthe-

less assigns a great weight to their potential future self, they will feel alienated.

The aggregate utility solution seems to be a more promising approach than

the present or higher-order preference solution. Nonetheless, we will briefly

hint at two concerns: unknown past utilities and constraints on weights.

Regarding the first concern, it is helpful to recall that the challenge of

transformative experiences not only consists of the question of whether present

or future values matter more but also of the fact that one does not know one’s

future values. Therefore, Anne does not know her future self’s utility of having

a child. Pettigrew proposed the fine-graining technique as a solution (see the

‘Uncertain Utilities – The Fine-Graining Solution’ section). Applied to our

example, this means that future Anne’s utility can be replaced by the aggregate

of the utilities of Anne’s several possible future selves. In this way, Pettigrew

offers a method to address unknown future utilities. However, he underesti-

mates that one might not know one’s past utilities either. The main reason past

utilities might be unknown is that memory is unreliable and often inaccurate.
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In the context of this debate, the episodic memory of what an experience was

like and how one valued it seems to be crucial. Let us call the memory of what

an experience was like ‘qualitative memory’ (Montero 2020) and the memory

of how one valued what it was like ‘evaluative memory’ (Kahneman 2006). For

example, remembering that giving birth was painful differs from remembering

how the pain felt. Both qualitative and evaluative memory are problematic in

their own ways, but qualitative memory is especially so. While mothers remem-

ber that they felt pain during childbirth, they often cannot remember how this

pain felt.

To give a more mundane example, consider the rollercoaster ride experience.

If one had a perfect qualitative memory of this experience, one would only need

to experience it once. To experience the thrill of a rollercoaster ride again, one

could simply remember the already-experienced ride. Luckily for rollercoaster

operators, recalling qualitative memories is not so simple: one must go for

another ride. However, it is not only qualitative but also evaluative memory that

is flawed (Kahneman 2006). If this is true (i.e. past utilities cannot be remem-

bered accurately), it is questionable whether Anne can make an intertemporal

and, in a way, interpersonal utility comparison between her past, present, and

future selves (see Ahmed 2021b: 485–87).

In response, Pettigrewmight question whether imperfect memory is a problem

specific to his solution. He could argue that the problem of imperfect memory

applies to all relevant forms of decision theory. Let us again consider the roll-

ercoaster example to illustrate this idea. In order to know whether one should

prefer a rollercoaster ride to a museum visit, one needs to assess the two different

experiences. For this, one must typically either have experienced such a ride to

assess its utility value or be able to ask others who have experienced the ride.

While in some cases there might be other evidence, such as based on scientific

investigations, usually somebody must have had the experience and know about

it. Consequently, if nobody accurately remembers how they valued the experi-

ence, the option’s utility value cannot be assessed, and decision theory does not

help us choose. While this would be a disappointing outcome for decision theory

(and sounds slightly absurd), it is not a criticism specific to Pettigrew.

Another option would be for Pettigrew to propose using retrospective expect-

ations. Just as in the case of the future, agents would consider multiple epistemic-

ally plausible past versions of themselves.76 However, this attempted solution

might appear to neglect an important difference between past and future, at least

from the perspective of an agent about to choose: only one past has occurred to

them, while many future paths appear open. Why should pasts matter that are not

76 We thank an anonymous reviewer for drawing our attention to this option.
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even actual options anymore?77 Some of the standard arguments for EU, where

we also use expectations, might be applicable, but not straightforwardly, if at all.

Any such justification must address the fact that some of Pettigrew’s (2019:

169) reasons for considering the past, such as to account for past effort, appear

to depend on only considering the actual past. The past effort in achieving

a degree matters when deciding whether to stay in university now because it was

actually spent, not because it could have been spent. Otherwise, Anne would

have to consider all the effort spent by a possible past Anne to become a mother!

Pursuing this argument further, if only one case matters, is then expectation

really the best way to consider the past? This question may be addressed, but as

of yet, it points to a gap in the aggregate utility solution.

The second concern relates to the constraints on weights. According to

Pettigrew (2019: 159), there are few strict rationality constraints on how an

agent should weigh their past, present, and future selves. However, one might

worry whether the weights will end up determinate enough to allow changing

selves to choose rationally. To achieve determinacy, Pettigrew explicitly goes

beyond the rationality requirements of decision theory and considers a more

general notion of reasonable weights.

Introducing the concept of reasonable weights is a further step away from

traditional decision theory than providing formalism for accounting for past and

future preferences. Preferences are at least the type of objects that usually have

their home in decision theory, while the considerations that Pettigrew now

brings into the discussion do not. For example, in decision theory, we do not

typically accuse individuals who abandon their present values of having ‘sold

out’ (Pettigrew 2019: 210–211) or believe that morally better options should get

higher weight (Pettigrew 2019: 35–36).

While allowing to assign more specific weights, introducing such broadly

moral considerations also invites further controversy. Can Anne only rationally

choose to have a child after reflecting on her ethical obligations to her future

self? Is a strongmoral anti-realist unable to rationally choose as a changing self?

In light of such issues, one might hesitate to introduce moral considerations into

a theory of how instrumentally rational agents whose preferences change should

choose.

We have outlined the two concerns in broad terms only to showcase active

areas of engagement. Much remains to be said on both Pettigrew’s approach and

the challenge of choosing to change selves in general.

77 However, depending on one’s metaphysics of time, the future might also be already settled. But
from the perspective of an agent facing a decision, this is not the case. Their choice appears to
them to make a difference. We will not further consider issues of free will in this case.
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While we cope daily with changes in what we want, appearing to act as

practical agents that broadly realise their preferences, our theories of how we

face the problem of choosing to change selves are heavily debated and will

remain so for the foreseeable future. We do not need a theory of knowledge to

know, and we do not need a complete account of practical agency to be practical

agents. However, when faced with troubling decisions and the prospect of

changing preferences, it would at least provide some peace of mind if we

could refer back to well-developed and well-founded theories of our agency.

We hope our discussion of the various debates has made progress towards this

purpose. Since your authors strongly prefer changing their minds in light of new

arguments, we look forward to further developments in these debates.

Conclusion

Because preference change figures in various philosophical debates, it has invited

a wide range of perspectives. For example, some philosophers adapt the standard

decision theory tools by extending Bayesian conditioning or preference logic.

Other philosophers inquire into the very source of preference change (e.g. reason-

based decision theory). A third group of researchers is primarily driven by the

problems preference change poses for us as practical agents in theworld, thework

of Pettigrew and Paul being prime examples. While we have not synthesised all

these accounts – loose strands still point to future research directions – we have

attempted to reduce the distance between debates.

Specific threads can be discerned in the literature, one of which we have

particularly emphasised at various points in our discussion: preference change is

assumed to be a cognitively real phenomenon and has to be treated as such. Due to

this realism, models of preference change have to reflect real cognitive processes.

The model of Hansson and Grüne-Yanoff was motivated by the cognitive role

of preferences. Therefore, empirical results about this role can substantiate or

undermine their account. Our own model of commitment-based preference

change can only be considered a hypothesis until the proposed dynamics of

change have been observed. In addition, even the debate of transformative

experiences, which is mostly normative rather than descriptive, relies on under-

standing preference change as a real phenomenon.

Reviewing the literature, a need for engagement with empirical research into

human cognition becomes apparent. If we want to describe our practical agency or

prescribe its functioning, we have to develop empirically adequate models of our

psychological realisation of it. Preference change plays a rich role in agency, and an

interdisciplinary effort is required to answer the philosophical questions it raises.

We hope to have provided the philosophical foundations for success in such

collaborations.
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Appendix A

More on Fundamental and Derived
Preferences

As discussed in chapter 1, Jeffrey-type decision theory does not have a notion of

fundamental preferences by default. Bradley has provided a way to introduce

a distinction between fundamental and derived preferences into the Jeffrey

framework by specifying a subset of all alternatives that are considered funda-

mental. In his proposal, Bradley formalises propositions as subsets of a set of

possible worlds, Ω = {ω1, ω2, . . .} (i.e. the proposition that the university is

disposed to accept your application would be the set of worlds in which this

proposition is true). Then, the fundamental desirabilities are those assigned

singleton subsets from this set (i.e. v(ω1) being the desirability for one possible

world).78 The desirabilities across possible worlds are more fundamental, in that

the desirabilities of all other propositions can be mathematically derived from

them.

If we accept this notion of fundamental preferences, the invariance of

fundamental desirability can be written as (see Bradley 2009: 228):

v� ωð Þ ≥ v� ω0ð Þ↔ v ωð Þ ≥ v ω0ð Þ;

where v* is the desirability function after a change, and v is the preceding

function. Given the known connection between desirability functions and

preferences, the invariance of preferences is also guaranteed:

ω≽�ω0 ↔ω≽ω0;

where≽* represents the preference relation after a change and≽ represents the

preceding one. For example, one would expect this invariance to hold in the

lottery ticket case. To generally assert this principle is to deny preference

change.

Our proposal of mentally fundamental preference states does not have these

preferences range over possible worlds. Therefore, one might ask the following

question: does a further refinement of the alternatives (i.e. a refinement of the

partition) change them?79 To make this challenge more specific, imagine an

78 We are also using the name of a world (e.g. ω1) to represent the singleton set only containing this
world (e.g. {ω1}). For more on the relation between possible worlds and propositions as objects
of decision theory, see Bradley (2017: chapter 8, especially p. 130).

79 We thank Richard Bradley for pressing us on this point. Any misconceptions are entirely due to
us.
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agent with the preferences A � B � C for the three propositions A, B, and C,

which are each true for some non-singleton set of possible worlds. For the sake

of this example, we use the following correspondence:

• A: {ω1, ω2, ω3}

• B: {ω4, ω5}

• C: {ω6, ω7}

That is, proposition A is true in the worlds ω1, ω2, ω3, and so on for B and C.

The agent might then be presented with options in terms of possible worlds

instead (i.e. they are to choose between disjunctions of singleton sets, including

disjunctions corresponding to A, B, and C). Will this redescription of options

lead them to exhibit different preferences regarding A, B, and C? That is, will

the agent in response exhibit, for example, the preferences: (ω6 ∨ ω7) � (ω4 ∨

ω5) � (ω1 ∨ ω2 ∨ ω3), or some other permutation diverging from A � B � C?

Neither an affirmative nor a negative answer seems appealing.

A positive answer (i.e. one endorsing that such change occurs) would suggest

that these supposedly mentally fundamental preferences (A � B � C) are not

fundamental after all. Simply changing the description of the alternatives

changes them.

However, a negative answer also appears to cast doubt on whether these

preferences are truly fundamental because then it seems that these coarser

preferences can just be derived from the more refined ones. It is as if the

agent had always followed their finer preferences over possible worlds.

We hold that by distinguishing descriptive and normative decisions, one can

defuse the problem of refining the partition of alternatives. Consider the first

option of affirming change: when it comes to descriptive decision theory, we do

not see a problem with accepting that presenting the agent with more fine-

grained choices can lead to a change in fundamental preferences (and therefore

derived preferences). As should be clear, we endorse the reality of preference

change, and redescription appears to be a quite plausible cause of such change.

However, there is a better case for rejecting the first option when it comes to

normative decision theory. As Bradley writes, ‘The mere fact that one’s atti-

tudes are defined on a domain that has proved to be too coarse does not give one

any reason to change one’s attitude to the coarse-grained prospects themselves’

(Bradley 2017: 257). In effect, Bradley appeals to a principle of minimal change

so that preferences should only change if one’s experiences or other reasons

support doing so. If one accepts such a principle of minimal change, then

normative decision theory would speak against the first option.

Regarding the second option, we must again distinguish between the descrip-

tive and normative cases. Descriptively, one might doubt that an agent can
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maintain the same preferences at a higher level when confronted with a finer

partition. However, the result is then just a preference change, and we return to

the first option as a solution.

On a normative construal, the second option appears less problematic. To

return to the principle of minimal change mentioned earlier, it might be the case

that agents should have fundamental preferences that remain the same, even

after fine partitions were introduced. However, these invariant preferences do

not imply that the possible finer preferences are the true fundamental prefer-

ences. In this case, the agent appears to have had finer preferences, but appear-

ance is not everything. From the mentalist perspective, what matters is which

preference states are realised in the agent’s mind. There are good reasons, such

as space constraints, to assume that agents do not realise preferences over all

possible worlds; instead, the normative constraint would be that newly formed

preferences cohere with those held for the previous partition.

Therefore, we conclude that the first option appears plausible and acceptable

from the perspective of descriptive decision theory, while the second option

appears more acceptable from the perspective of normative decision theory, at

least if one endorses a version of the principle of minimal change. Either way,

the existence of fundamental preferences over alternatives coarser than possible

worlds is defensible, and we can assume it for our analysis of fundamental

preference change.
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Appendix B

Special Cases for Commitment

In this appendix, we cover two special cases regarding commitments:

• Preferences that cannot be lost

• Negative commitment

The first special case is preferences that are so sticky that one cannot lose them.

For example, a rational agent cannot lose the indifference between studying

physics and studying physics (i.e. the preference state physics� physics). There

are multiple options for dealing with these preferences in the commitment

function (e.g. assigning them an infinite commitment). However, the commit-

ment value of such preferences can be left undefined, and instead, one can

restrict the candidate preference orderings appropriately. If one requires that all

preference orderings in C fulfil the agent’s rationality criteria, all of them will

include the preference physics� physics, assuming reflexivity of indifference is

among the criteria.

The second special case is negative commitments. Such commitments cover

cases where preferences are only held to maintain rationality, given other

preferences. Assume that Paris prefers studying medicine to physics and is

indifferent between physics and biology. Assume also that she is highly com-

mitted to these preference states. For example, she has the following

commitments:

comðmedicine � physicsÞ ¼ 10

comðphysics ∼ biologyÞ ¼ 10:

Accordingly, transitivity (specifically, what is known as PI-transitivity) requires

that Paris also prefers medicine to biology. However, it might very well be the

case that she would not do so if it were not for this demand of rationality. In this

case, she might have a negative commitment:

comðmedicine � biologyÞ ¼ �1:

That is, she would give up this specific preference if it were not for other

preferences that, together with the constraint of rationality, force her to maintain

it. Also giving up the other preferences to maintain rationality is also unappeal-

ing, given her strong commitments to them. In summary, negative commitments
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account for cases in which rationality and other commitments force agents to

adopt a preference they would otherwise give up.

The strength of a negative commitment would indicate the degree to which an

agent strains to get rid of it. The other preferences creating the rationality

requirement would also need to be held with stronger commitment to outweigh

the negative commitment.

That said, while our formalism allows negative commitments to exist, this

does not commit us to their empirical existence. If one finds them unintuitive

despite the aforementioned example, one can postulate a psychological law that

agents have a minimal commitment to their preferences. The example of Paris

would then be taken care of without needing negative commitments.
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