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#### Abstract

We sharpen a result of Byers on the existence of periodic points for some continuous expanding maps of the interval and generalize it to some classes of continuous maps of the interval which are not necessarily expanding. We then use these results to construct one-parameter families of continuous maps of the interval which have a bifurcation from fixed points directly to period 3 points together with a series of reverse bifurcations from period 3 points back to fixed points. Consequently, our results also provide examples of one-parameter families of continuous maps of the interval whose topological entropy jumps from zero to some positive number and then changes back to zero as the parameter varies.


## 1. Introduction

Let $I$ denote the closed unit interval $[0,1]$ and let $C^{0}(I, I)$ denote the space of all continuous maps from $I$ into itself. We call a piecewise monotonic map $\tau$ in $C^{0}(I, I)$ expanding if there exists a constant $\lambda>1$ such that $|\tau(x)-\tau(y)| \geq \lambda|x-y|$ whenever both $x$ and $y$ belong to some interval on which $\tau$ is monotonic and call $\lambda$ an expanding constant for $\tau$. It is obvious that if $\tau \in C^{0}(I, I)$ is expanding with
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[^0]expanding constant $\lambda>1$, then, for every positive integer $m, \tau^{m}$ is also expanding, but with $\lambda^{m}$ as an expanding constant.

In [2], it is shown that if $\tau \in C^{0}(I, I)$ is an expanding map with expanding constant $\lambda>1$, which is increasing on $[0, c]$ and decreasing on $[c, 1]$, and if $2^{1 / 2^{n}} \leq \lambda$ for some nonnegative integer $n$, then $\tau$ has a periodic point of least period $2^{m} \cdot 3$ for some nonnegative integer $m \leq n$. In this note, we first sharpen the above result by showing that the condition $2^{1 / 2^{n}} \leq \lambda$ can be replaced by the condition $[(1+\sqrt{5}) / 2]^{1 / 2^{n}} \leq \lambda$ which is best in the sense that we cannot have the same conclusion if the number $(1+\sqrt{5}) / 2$ is replaced by any smaller positive number (see Theorem 1). We also generalize this new result to some classes of continuous maps in $C^{0}(I, I)$ which are not necessarily expanding (see Theorems 2 and 3). We then indicate how to use these results to construct one-parameter families of continuous maps in $C^{0}(I, I)$ which have a bifurcation from fixed points directly to periodic points of least period $2^{k} \cdot 3$ for some nonnegative integer $k$ (together with a series of reverse bifurcations back to fixed points) (see Corollaries 4 and 5).

As is well-known, continuous maps in $C^{0}(I, I)$ without periodic points other than fixed points have very simple dynamics ([3], [4, Theorem 2]) and those in $C^{0}(I, I)$ with periodic points of least period not an integral power of 2 have an uncountable scrambled set [8] on which the dynamics is extremely complicated (see also [5]). Therefore, our results provide examples of one-parameter families of continuous maps in $C^{0}(I, I)$ which have a bifurcation from very simple dynamics directly to chaos. It is also well-known that continuous maps in $C^{0}(I, I)$ without periodic points of least period $2^{m} \cdot n$ for any integer $m \geq 0$ and any odd integer $n>1$ have zero topological entropy [11] and those in $C^{0}(I, I)$ with periodic points of least period $2^{m} \cdot n$ for some integer $m \geq 0$ and some odd integer $n>1$ have positive topological entropy ([1], [7]). Consequently, our results also provide examples of one-parameter families of continuous maps in $C^{0}(I, I)$ whose topological entropy jumps from zero to some positive number and then changes back to zero as the parameter varies.

In Section 2, we state our main results (Theorems 1,2 , and 3) and present two applications of these results (Corollaries 4 and 5). The proofs of Theorems 1, 2, and 3 will appear in Sections 3, 4, and 5 respectively.

## 2. Statement of main results

In this section, we state our main results and present two applications of these results.

THEOREM 1. Let $\tau \in C^{0}(I, I)$ be an expanding map with expanding constant $\lambda>1$, which is increasing on $[0, c]$ and decreasing on $[c, 1]$. If $[(1+\sqrt{5}) / 2]^{1 / 2^{n}} \leq \lambda$ for some nonnegative integer $n$, then $\tau$ has $a$ periodic point of least period $2^{m} \cdot 3$ in [c, 1] for some nonnegative integer $m \leq n$.

Remark 1. The condition $[(1+\sqrt{5}) / 2]^{1 / 2^{n}} \leq \lambda$ in the above theorem is best in the sense that we cannot have the same conclusion if the number ( $1+\sqrt{5}$ )/2 is replaced by any smaller positive number [9, Theorem 2.2].

Remark 2. In light of the above theorem and Theorem 2.5 in [1], we pose the following question: For every positive integer $k$, let $\lambda_{k}$ denote the largest zero of the polynomial $x^{2 k+1}-2 x^{2 k-1}-1$. Let $\tau \in C^{0}(I, I)$ be an expanding map, with expanding constant $\lambda>1$, which is increasing on $[0, c]$ and decreasing on $[c, 1]$. If $\left(\lambda_{k}\right)^{1 / 2^{n}} \leq \lambda$ for some positive integer $k$ and some nonnegative integer $n$, must $\tau$ have a periodic point of least period $2^{m} \cdot(2 k+1)$ in $[c, 1]$ for some nonnegative integer $m \leq n$ ?

Remark 3. For expanding maps with more than two monotonic pieces, the conclusion of Theorem 1 may not hold as shown by the following example:

EXAMPLE. For every positive integer $n$, let $f_{n}(x)$ be the continuous map from $[0,1]$ into itself defined by
(i) $f_{n}\left(i / 2^{n+1}\right)=1 / 2$ for all even $i$ with $0 \leq i \leq 2^{n+1}$;
(ii) $f_{n}\left(i / 2^{n+1}\right)=1$ for all odd $i$ with $0<i<2^{n}$;
(iii) $f_{n}\left(i / 2^{n+1}\right)=0$ for all odd $i$ with $2^{n}<i<2^{n+1}$;
(iv) $f_{n}(x)$ is linear on each component of the complement of the set
$\left\{i / 2^{n+1} \mid i=0,1,2, \ldots, 2^{n+1}\right\} \quad$ in $[0,1]$.
Then $f_{n}(x)$ has the number $2^{n}$ as an expanding constant, but it only has periodic points of even periods and no periodic points of odd periods other than fixed points.

In the following, we present a result which generalizes Theorem 1 to some class of continuous maps in $C^{0}(I, I)$ which are not necessarily expanding.

THEOREM 2. Let $\delta, \lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ be ony four fixed numbers with $0<\delta<1 / 2, \lambda_{1}>0, \lambda_{2}>0$, and $\lambda_{3}>0$. Assrome that $f(x)$ is a continuous map in $C^{0}(I, I)$ which satisfies the following six conditions:
(i) $f(1 / 2)=1$;
(ii) $1 / 2-\delta \leq f(1)<1 / 2$;
(iii) $[f(x)-f(y)] /(x-y) \geq \lambda_{1}$ for all $1 / 2-\delta \leq y<x \leq 1 / 2$;
(iv) $[f(x)-f(y)] /(x-y) \leq-\lambda_{2}$ for all $1 / 2 \leq y<x \leq 1 / 2+\delta$;
(v) $[f(x)-f(y)] /(x-y) \leq-\lambda_{3}$ for all $1-\delta \leq y<x \leq 1$;
(vi) The equation $f(x)=1 / 2$ has a solution in $(1-\delta, 1)$. If the equation $f(x)=1 / 2+\delta$ has a (unique) solution in $[1-\delta, 1]$, let $x_{0}$ denote the solution. Otherwise, let $x_{0}=1-\delta$. Then the following hold.
(1) If $f^{2}(1) \geq x_{0}$ and $\min \left\{\lambda_{1} \lambda_{3}, \lambda_{2} \lambda_{3}\right\} \geq[(1+\sqrt{5}) / 2]^{1 / 2^{n}}$ for some integer $n \geq 0$, then $f(x)$ has a periodic point of least pexiod $2^{n+1} \cdot 3$ in $\left[f^{2}(1), 1\right]$.
(2) If $f^{2}(1) \geq x_{0}$ and $\min \left\{\lambda_{1}^{2} \lambda_{3}^{2}, \lambda_{1} \lambda_{2} \lambda_{3}^{2}\right\} \geq[(1+\sqrt{5}) / 2]^{1 / 2^{n}}$ for some integer $n \geq 0$, then $f(x)$ has a periodic point of least period $2^{n+2} \cdot 3$ in $\left[f^{2}(1), 1\right]$.

Note. If, in the above theorem, Condition (ii) is replaced by (ii)' $1 / 2<f(1) \leq 1 / 2+\delta$ and Condition (v) is replaced by (v)' $[f(x)-f(y)] /(x-y) \geq \lambda_{3}$ for all $1-\delta \leq y<x \leq 1$, then a similar conclusion holds.

In the above theorem, if $\lambda_{1}$ is large enough (for example if $\lambda_{1} \geq 2$ ), then the best possible case of the existence of a periodic point of least
period 6 in $\left[f^{2}(1), 1\right]$ can be guaranteed to occur under somewhat weaker conditions.

THEOREM 3. Let $\delta$ and $B$ be two fixed numbers with $0<\delta<1 / 2$ and $(1-\delta) / 2 \leq \beta<1 / 2$. Assume that $f(x)$ is a continuous map in $C^{0}(I, I)$ which satisfies the following five conditions:
(i) $f(1 / 2)=1$ and $f(1)=B$;
(ii) $1-\delta \leq f(\beta), f^{2}(\beta) \leq 1 / 2+\delta$, and $1-\delta \leq f^{3}(\beta)$;
(iii) $f(x) \leq 2 x \quad$ for alZ $1 / 2-\delta \leq x \leq 1 / 2$;
(iv) $f(x) \leq-x+3 / 2$ for all $1 / 2 \leq x \leq 1 / 2+\delta$;
(v) $f(x) \geq-x+1+\beta$ for alZ $1-\delta \leq x \leq 1$.

Then $f(x)$ has a periodic orbit of least period 6 whose intersection with each of the intervals $(\beta, 1 / 2)$ and $\left(1 / 2, f^{2}(\beta)\right)$ is not empty.

Remark 4. It is easy to see that, under the conditions as stated in the above theorem, $f(x)$ does not necessarily have periodic points of odd periods in $(\beta, 1 / 2)$ or in $\left(1 / 2, f^{2}(\beta)\right)$ other than fixed points.

Remark 5. Theorems 2 and 3 are useful for the purpose of constructing simple examples of one-parameter families of continuous maps in $C^{0}(I, I)$ which have a bifurcation from fixed points directly to periodic points of least period $2^{m} \cdot 3$ for some fixed integer $m \geq 0$ (together with a series of reverse bifurcations from period $2^{m} \cdot 3$ points back to fixed points). In the following, we present two such examples. They are all easy consequences of Theorem 2. Similar applications of Theorem 3 are obvious and omitted.

COROLLARY 4. Let $\delta, \lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ be four fixed positive numbers with $0<\delta<1 / 2$ and let $F(\alpha, x)$ be a continuous map from $I \times I$ into $I$. Let $f_{\alpha}(x)$ be the one-parameter family (with $\alpha$ as the parameter) of continuous maps in $C^{0}(I, I)$ defined by $f_{\alpha}(x)=F(\alpha, x)$ for $0 \leq x \leq 1$ and $0 \leq \alpha \leq 1$. Assume that, for every $\alpha$ with $1 / 2<\alpha<1 / 2+\delta$, there exists a point $c_{\alpha}$ in (1/2- $\left.\delta, 1 / 2+\delta\right)$ which varies continuously with $\alpha$ and $c_{1 / 2}=1 / 2$ such that $f_{\alpha}(x)$ satisfies
the following five conditions:

$$
\begin{aligned}
& \text { (i) } 1-\alpha \leq f_{\alpha}(1)<c_{\alpha}\text { (in particular, } \left.f_{1 / 2}(1)=1 / 2\right) ; \\
&\text { (ii) } \left.f_{\alpha}\left(c_{\alpha}\right)=1 \quad \text { (in particular, } f_{1 / 2}(1 / 2)=1\right) ; \\
& \text { (iii) }\left[f_{\alpha}(x)-f_{\alpha}(y)\right] /(x-y) \geq \lambda_{1} \text { for all } 1 / 2-\delta \leq y<x \leq c_{\alpha} ; \\
& \text { (iv) }\left[f_{\alpha}(x)-f_{\alpha}(y)\right] /(x-y) \leq-\lambda_{2} \text { for all } c_{\alpha} \leq y<x \leq 1 / 2+\delta ; \\
& \text { (v) }\left[f_{\alpha}(x)-f_{\alpha}(y)\right] /(x-y) \leq-\lambda_{3} \text { for all } 1-\delta \leq y<x \leq 1 .
\end{aligned}
$$

Then the following hold.
(1) If $\min \left\{\lambda_{1} \lambda_{3}, \lambda_{2} \lambda_{3}\right\} \geq[(1+\sqrt{5}) / 2]^{1 / 2^{n}}$ for some integer $n \geq 0$, then there exists a number $0<\varepsilon<\delta$ such that, for every $\alpha$ with $1 / 2<\alpha<1 / 2+\varepsilon, f_{\alpha}(x)$ has a periodic point of least period $2^{n+1} \cdot 3$ in $\left[f_{\alpha}^{2}(1), 1\right]$.
(2) If $\min \left\{\lambda_{1}^{2} \lambda_{3}^{2}, \lambda_{1} \lambda_{2} \lambda_{3}^{2}\right\} \geq[(1+\sqrt{5}) / 2]^{1 / 2^{n}}$ for some integer $n \geq 0$, then there exists a number $0<\varepsilon<\delta$ such that, for every $\alpha$ with $1 / 2<\alpha<1 / 2+\varepsilon, f_{\alpha}(x)$ has a periodic point of least period $2^{n+2} \cdot 3$ in $\left[f_{\alpha}^{2}(1), 1\right]$.

Remark 6. In the above corollary, the family $f_{\alpha}(x)$ is quite arbitrary and may already have, for every $\alpha$ with $0 \leq \alpha \leq 1$, lots of periodic points of any periods. However, since $\{1 / 2,1\}$ is a periodic orbit of $f_{\frac{1}{2}}(x)$ with least period 2 , our result guarantees that the family $f_{\alpha}(x)$ does have a bifurcation at $\alpha=1 / 2$ from the period 2 orbit $\{1 / 2,1\}$ directly to periodic points of least period $2^{m+1} \cdot 3$ for some integer $m \geq 0$. This, in turn, implies that the family $f_{\alpha}^{2}(x)$ has a bifurcation at $\alpha=1 / 2$ from each of the fixed points $x=1 / 2$ and $x=1$ directly to periodic points of least period $2^{m} \cdot 3$. In the following, we give an explicit $f_{\alpha}(x)$ which also has a series of reverse bifurcations.

COROLLARY 5. Let $\delta, \lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ be four fixed positive numbers with $0<\delta<1 / 2, \lambda_{1} \lambda_{3} \geq 8$, and $\lambda_{2} \lambda_{3} \geq 8$. Let $f(x)$ be a continuous map in $C^{0}(I, I)$ which satisfies the following five conditions:
(i) $f(x)$ is increasing on $[0,1 / 2]$ and decreasing on $[1 / 2,1]$;
(ii) $3 / 4 \leq f(0), f(3 / 4) \leq 1 / 2$, and $f(1)=0$;
(iii) $[f(x)-f(y)] /(x-y) \geq \lambda_{1}$ for all $1 / 2-\delta \leq y<x \leq 1 / 2$;
(iv) $[f(x)-f(y)] /(x-y) \leq-\lambda_{2}$ for all $1 / 2 \leq y<x \leq 1 / 2+\delta$;
(v) $[f(x)-f(y)] /(x-y) \leq-\lambda_{3}$ for all $1-\delta \leq y<x \leq 1$.

Let $f_{\alpha}(x)=1-\alpha[1-f(x)]$ for $0 \leq x \leq 1$ and $0 \leq \alpha \leq 1$. Then the following hold.
(1) For $0 \leq \alpha \leq 1 / 2, f_{\alpha}(x)$ has no periodic points other than fixed points and periodic points of least period 2 .
(2) There exists a positive number $\varepsilon<\delta$ such that, for every $\alpha$ with $1 / 2<\alpha<1 / 2+\varepsilon, f_{\alpha}(x)$ has a periodic point of least period 6 in $\left[f_{\alpha}^{2}(1), I\right]$.
(3) For $\alpha=1, f_{\alpha}(x)$ has no periodic points with least period strictly greater than 4 , but it has periodic points of least period 2 .

Remark 7. If $f_{\alpha}(x)$ is defined as in the above corollary, then the one-parameter family $f_{\alpha}^{4}(x)$ of continuous maps in $C^{0}(I, I)$ has only fixed points and no other periodic points for all $0 \leq \alpha \leq 1 / 2$ and for $\alpha=1$. However, for every $\alpha$ with $1 / 2<\alpha<1 / 2+\varepsilon, f_{\alpha}^{4}(x)$ has periodic points of least period 3. Therefore, this family $f_{\alpha}^{4}(x)$ has a direct bifurcation from fixed points to period 3 points at $\alpha=1 / 2$ together with a series of reverse bifurcations from period 3 points back to fixed points as $\alpha$ varies from 0 to 1 .

Remark 8. It is well-known that continuous maps in $C^{0}(I, I)$ without periodic points other than fixed points have very simple dynamics ([3], [4, Theorem 2]) and those in $C^{0}(I, I)$ with periodic points of least period 3 have an uncountable scrambled set on which the dynamics are extremely complicated ([8], see also [5]). Therefore, the family $f_{\alpha}^{4}(x)$ with $f_{\alpha}(x)$ defined as in the above corollary provides examples of oneparameter families of continuous maps in $C^{0}(I, I)$ which have a bifurcation from very simple dynamics directly to chaos (see also [6]).

Remark 9. It is also well-known that continuous maps in $C^{0}(I, I)$ without periodic points of least period $2^{m} \cdot n$ for any integer $m \geq 0$ and any odd integer $n>1$ have zero topological entropy [11] and those in $C^{0}(I, I)$ with periodic points of least period 6 have topological entropy $\geq(\log [(1+\sqrt{5}) / 2]) / 2$ (see [1], [7]). Therefore, if $f_{\alpha}(x)$ is defined as in the above corollary, then the topological entropy of $f_{\alpha}(x)$ jumps from zero to some positive number $\geq(\log [(1+\sqrt{5}) / 2]) / 2$ at $\alpha=1 / 2$ and then changes back to zero as $\alpha$ varies from 0 to 1 . since $f_{\alpha}(x)$ is conjugate to the family $g_{\alpha}(x)=\alpha[1-f(1-x)]$ through the function $h(x)=1-x \quad$ (that is $h^{-1} f_{x} h=g_{\alpha}$ ), we see that the topological entropy of the family $g_{\alpha}(x)$ can be strictly decreasing for some values of the parameter.

## 3. Proof of Theorem 1

The proof of Theorem 1 is more or less the same as that in [2]. The major difference is that we use a stronger lemma to get a better estimate at one crucial step. The lemma on which we base our proof of Theorem 1 is Lemma 2 below. This lemma is a trivial consequence of the following easy, but fundamental, result.

LEMMA 1. Let $g \in C^{0}(I, I)$ and let $I_{j}, j=0,1, \ldots m$, be closed subintervals of $I$ such that $I_{j+1} \subset g\left(I_{j}\right)$ for all $j=0,1, \ldots, m-1$, and $I_{m}=I_{0}$. Then there is a point $x_{0} \in I_{0}$ such that $g^{j}\left(x_{0}\right) \in I_{j}$ for alZ $j=0,1,2, \ldots, m-1$, and $g^{m}\left(x_{0}\right)=x_{0}$.

LEMMA 2. Suppose $g \in C^{\circ}(I, I)$. If there exist two closed subintervals $J$ and $K$ of $I$ such that
(i) $g(J) \supset K$;
(ii) $g(K) \supset J \cup K$; and
(iii) $g^{2}(J \cap K) \cap K=\phi$,
then $g$ has a periodic point of least period 3 .
The next lemma is a slight variation of Lemma 3 in [2]. This lemma can also be proved by using Lemma 2 above.

LEMMA 3. Let $f \in C^{0}(I, I)$ be an expanding map. Suppose that there exists a point $z$ with $f(z)<z<f^{2}(z)$ such that $f$ is decreasing on $[f(z), z]$ and increasing on $\left[z, f^{2}(z)\right]$. Then either $f$ has a periodic point of least period 6 or if $g=f^{2}$, then there exists a point $w$ with $f(z)<w<z$ such that $f(z)=g(w)<w<g^{2}(w)<z$ and, $g$ is decreasing on $[g(w), w]$ and increasing on $\left[w, g^{2}(w)\right]$.

The following lemma is taken from the proof of the main theorem in [2]. Again, this lemma can also be proved by using Lemma 2 above.

LEMMA 4. Suppose that $\tau \in C^{0}(I, I)$ is an expanding map with expanding constant $\lambda>1$ which is increasing on $[0, c]$ and decreasing on $[c, 1]$. If $\tau$ has no periodic points of least period 6 and $f=\tau^{2}$, then $f(c)<c<f^{2}(c)$ and, $f$ is decreasing on $[f(c), c]$ and increasing on $\left[c, f^{2}(c)\right]$.

We now proceed to the proof of Theorem 1 .
Proof of Theorem 1. If $\tau$ has a periodic point of least period 3, we are done. So, we may assume that $n \geq 1$ and $\tau$ has no periodic points of least period 3. By induction on $n$ and by Lemma 4, it suffices to consider $\tau^{2^{n-1}}$. By Lemma 3, we have two cases:
Case 1. $\tau^{2^{n-1}}$ has a periodic point $x_{0}$ of least period 6.
In this case, it is obvious that $x_{0}$ is also a periodic point of $\tau$ with least period $2^{n} \cdot 3$.

Case 2. There exists a point $w$ for $g=\tau^{2^{n}}$ with $g(w)<\omega<g^{2}(w)$ such that $g$ is decreasing on $[g(w), w]$ and increasing on $\left[w, g^{2}(w)\right]$.

In this case, we have

$$
\left[g^{2}(w)-w\right]+[w-g(w)]=g^{2}(w)-g(w) \geq \lambda^{2^{n}}(w-g(w))
$$

So,

$$
g^{2}(\omega)-w \geq\left(\lambda^{2^{n}}-1\right)(w-g(w))
$$

Thus,

$$
\begin{aligned}
g^{3}(w)-g(w) & \geq \lambda^{2^{n}}\left(g^{2}(w)-w\right) \geq \lambda^{2^{n}}\left(\lambda^{2^{n}}-1\right)(w-g(w)) \\
& \geq w-g(w)
\end{aligned}
$$

Consequently, $g^{3}(w) \geq w$. Let $J=\left[w, g^{2}(w)\right]$ and $K=[g(w), w]$. Then Lemma 2 implies that $g$ has a period 3 point and so $\tau$ has a periodic point of least period $2^{n} \cdot 3$.

Therefore, in either case, $\tau$ has a periodic point of least period $2^{n} \cdot 3$. This completes the proof of Theorem 1.

## 4. Proof of Theorem 2

Let $x_{1}$ denote the unique solution of the equation $f(x)=1 / 2$ in (1- $\delta, 1$ ). Then it is clear that

$$
\left[f^{2}(x)-f^{2}(y)\right] /(x-y) \geq \lambda_{2} \lambda_{3} \text { for all } x_{0} \leq y<x \leq x_{1}
$$

and

$$
\left[f^{2}(x)-f^{2}(y)\right] /(x-y) \leq-\lambda_{1} \lambda_{3} \text { for all } x_{1} \leq y<x \leq 1
$$

For the proof of part (1), we assume that $f^{2}(1) \geq x_{0}$ and $\min \left\{\lambda_{1} \lambda_{3}, \lambda_{2} \lambda_{3}\right\} \geq[(1+\sqrt{5}) / 2]^{1 / 2^{n}}$. Then $f^{2}(x)$ is an expanding map from $\left[x_{0}, 1\right]$ into itself with expanding constant $\geq[(1+\sqrt{5}) / 2]^{1 / 2^{n}}$. By Theorem $1, f^{2}(x)$ has a periodic point of least period $2^{n} \cdot 3$ in $\left[x_{1}, 1\right]$. Therefore, $f(x)$ has a periodic point of least period $2^{n+1} \cdot 3$ in $\left[x_{1}, 1\right]$. This proves part (1).

For the proof of part (2), we assume that $f^{2}(1) \geq x_{0}$ and $\min \left\{\lambda_{1}^{2} \lambda_{3}^{2}, \lambda_{1} \lambda_{2} \lambda_{3}^{2}\right\} \geq[(1+\sqrt{5}) / 2]^{1 / 2^{n}}$. Then, in particular, $\lambda_{1} \lambda_{3}>1$. So, there is a unique point $c$ in $\left[x_{1}, 1\right]$ such that $f^{2}(c)=x_{1}$. Since $f^{2}(x)$ is strictly decreasing on $\left[x_{1}, 1\right]$, the equation $f^{2}(x)=x$ has a unique solution $z$ in $\left[x_{1}, 1\right]$. It is clear that $x_{1}<z<c$. It is also clear that

$$
\left[f^{4}(x)-f^{4}(y)\right] /(x-y) \geq \lambda_{1}^{2} \lambda_{3}^{2} \text { for all } z \leq y<x \leq c
$$

and

$$
\left[f^{4}(x)-f^{4}(y)\right] /(x-y) \leq-\lambda_{1} \lambda_{2} \lambda_{3}^{2} \text { for all } c \leq y<x \leq 1
$$

If $f^{4}(1) \geq z$, then $f^{4}(x)$ is an expanding map from $[z, 1]$ into itself with expanding constant $\geq[(1+\sqrt{5}) / 2]^{1 / 2^{n}}$ and we can apply Theorem $l$ to $f^{4}(x)$ on $[z, 1]$. If $f^{4}(1)<z$, then $f^{4}(x)$ has a periodic point of least period 3 in $[c, 1]$. In either case [12], $f(x)$ has a periodic point of least period $2^{n+2} \cdot 3$ in $[c, 1]$. This proves part (2).

The proof of Theorem 2 is now complete.

## 5. Proof of Theorem 3

For any continuous function $g(x)$ in $C^{0}(I, I)$ with a point $x_{0} \in I$ such that $g\left(x_{0}\right)<x_{0}<g^{3}\left(x_{0}\right)$, it is well-known (see the proof of Proposition 2.2 in [10]) that, for every integer $n \geq 3, g(x)$ has periodic points of least period $n$ on one side of the point $x_{0}$, that is, the side which contains the point $g\left(x_{0}\right)$. However, on the other side of $x_{0}, g(x)$ may not have periodic points of the corresponding periods. The next lemma shows that, with one more condition, $g(x)$ will have periodic points of any period $m \geq 2$ on both sides of $x_{0}$.

LEMMA 5. Let $g \in C^{0}(I, I)$ and let $x_{0} \in I$ satisfy $g\left(x_{0}\right)<x_{0}<\min \left\{g^{2}\left(x_{0}\right), g^{3}\left(x_{0}\right)\right\}$. Then, for every integer $m \geq 2, g(x)$ has a periodic orbit of least period $m$ whose intersection with each of the intervals $\left(g\left(x_{0}\right), x_{0}\right)$ and $\left(x_{0}, g^{2}\left(x_{0}\right)\right)$ is not empty.

Proof. Let $K=\left[g\left(x_{0}\right), x_{0}\right]$ and let $J=\left[x_{0}, g^{2}\left(x_{0}\right)\right]$. For every integer $m \geq 2$, let $I_{0}=I_{m}=J$ and let $I_{j}=K$ for all $j=1,2, \ldots, m-1$. Then Lemma 1 implies that $g(x)$ has a periodic point $y$ of least period $m$ such that $y \in J$ and $g(y) \in K$. Since both $y$ and $g(y)$ belong to the same periodic orbit of $g(x)$ with least period $m$, we have the desired result.

We can now prove Theorem 3.
We will show that $f^{2}(1 / 2)<1 / 2 \leq \min \left\{f^{4}(1 / 2)\right.$, $\left.f^{6}(1 / 2)\right\}$. Let $h(x)$ be any continuous map in $C^{0}(I, I)$ which satisfies the following three
conditions:

$$
\begin{array}{rlrl}
\text { (i) } & h(x) & =2 x & \text { for all } 1 / 2-\delta \leq x \leq 1 / 2 \text {; } \\
\text { (ii) } h(x) & =-x+3 / 2 & \text { for all } 1 / 2 \leq x \leq 1 / 2+\delta \text {; } \\
\text { (iii) } h(x) & =-x+1+\beta & \text { for all } 1-\delta \leq x \leq 1 .
\end{array}
$$

Then it is clear that the following are true:
(a) $1-\delta \leq f(\beta) \leq h(\beta)$.
(b) $1 / 2<1-\beta=h^{2}(\beta)=h(h(\beta)) \leq h(f(\beta)) \leq f(f(\beta))=f^{2}(\beta) \leq 1 / 2+\delta$.
(c) $1 / 2<1-\delta \leq f^{3}(\beta) \leq h\left(f^{2}(\beta)\right) \leq h\left(h^{2}(\beta)\right)=h^{3}(\beta)=\beta+1 / 2$.
(d) $1 / 2=h^{4}(\beta)=h\left(h^{3}(\beta)\right) \leq h\left(f^{3}(\beta)\right) \leq f\left(f^{3}(\beta)\right)=f^{4}(\beta)$.

Since $\beta=f^{2}(1 / 2), f^{2}(\beta)=f^{4}(1 / 2)$, and $f^{4}(\beta)=f^{6}(1 / 2)$, we have shown that $f^{2}(1 / 2)<1 / 2 \leq \min \left\{f^{4}(1 / 2), f^{6}(1 / 2)\right\}$.

If we let $g(x)=f^{2}(x)$, then $g(1 / 2)<1 / 2 \leq \min \left\{g^{2}(1 / 2), g^{3}(1 / 2)\right\}$. So, by Lemma $5, g(x)$ has a periodic orbit $P$ of least period 3 whose intersection with each of the intervals $(\beta, 1 / 2)$ and ( $1 / 2, f^{2}(\beta)$ ) is not empty. It is obvious that $P \cup f(P)$ is a periodic orbit of $f(x)$ with least period 6 which intersects each of the intervals ( $\beta, 1 / 2$ ) and (1/2, $\left.f^{2}(\beta)\right)$. This completes the proof of Theorem 3.
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