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Abstract

A linear vector maximum problem with nonlinear constraints is considered. A condition is
derived which is necessary for an efficient solution and sufficient for a properly efficient solution
of this problem. This leads to sufficient conditions for an efficient solution to be properly
efficient. An example is discussed at the end.

1980 Mathematics subject classification (Amer. Math. Soc): 90 C 31, 90 C 30.

1. Introduction

A vector maximum problem arises when two or more functions are to be max-
imized over a feasible region. Generally, the concept of optimal solution does
not work in vector maximum problems. Therefore, a more general concept of
efficient solution is adopted. To eliminate the undesirable anomaly of efficient
solutions, Kuhn and Tucker [9] proposed the concept of proper efficiency. Klinger
[8] observed that every improperly efficient solution has this anomaly. Geoffrion
[4] discussed an example wherein a solution proper in the sense of Kuhn and
Tucker demonstrates a similar anomaly. To exclude all such undesirable solu-
tions, Geoffrion [4] reformulated the definition of a properly efficient solution.
Using this definition Isermann [5] for linear vector maximum problem and Choo
[3] for linear fractional vector maximum problem with linear constraints proved
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that every efficient solution is properly efficient. Necessary conditions for effi-
cient solution of vector maximum problems with fractional objectives and linear
constraints have been obtained by Kaul and Gupta [6], [7] and Bhatia and Gupta
[2]. Benson and Morin [1] derived necessary and sufficient conditions for an effi-
cient solution to be properly efficient for vector maximum problems with concave
objectives and convex feasible region. However, their conditions involve stability
of certain problems. Here we consider a linear vector maximum problem with
nonlinear constraints and derive a condition which is necessary for an efficient
solution and sufficient for a properly efficient solution.

2. The problem and preliminaries

We consider the following vector maximum problem:

(VMP) maximize Cx = [cix, C2X,..., Ckx]T

subject to x E X = {x E Rn: g(x) ^ 0}

where c; E Rn for each i E K = { 1 , 2 , . . . , k}, C is a k x n matrix and g: Rn —*
Rm is a differentiate function.

The following convention for inequalities will be used. If x,y E Rn, then
x ^ y o Xi ^ yi, i = 1,2, ...,n;x ^ y <* x ^ y and x ^ y; x > y *> xt > yi,

i = 1,2, . . . , n . Also, for x° €. X, I = {i: gi(x°) = 0} and gi will denote the
active constraints at x°.

DEFINITION 1. x° is said to be an efficient solution of (VMP) if x° e X and
there exists no x1 € X such that Cx1 > Cx°.

DEFINITION 2. An efficient solution x° € X is said to be a properly efficient
solution of (VMP) if there exists a scalar M > 0 such that for each i E K, CiX >
CiX° and x E X implies that

(ciX — CiX0) ^ M(CJX® — CJX)

for at least one j (^ i) such that CjX < CjX°.
For x° E X, we introduce the following nonlinear program:

(NLP) maximize z = dCx (d > 0)

, . subject to g(x) ^ 0
( A j - Cx + Cx° ^ 0

where d E Rk is a constant vector.
We shall first relate an efficient solution of (VMP) to an optimal solution of

(NLP). This relation is slightly different from the corresponding relations ob-
tained by Isermann [5] and Bhatia and Gupta [2] so that instead of using duality
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theory of nonlinear p rogramming , Kuhn-Tucker condit ions can b e applied to ob-
tain necessary condit ions for an efficient solution of ( V M P ) . This (i) simplifies
the approach, (ii) gives necessary condit ions in K u h n and Tucker [9] form and
(iii) does not require the convexity of g. These condit ions are then used to derive
a necessary condition for an efficient solution in Ise rmann [5] form. Also, using
a result of Geoffrion [4], we observe t h a t the necessary condit ions for an efficient
solution are sufficient for a proper ly efficient solution of ( V M P ) . This leads to
sufficient conditions for an efficient solution t o be proper ly efficient. At the end,
an example is discussed to i l lustrate our results .

3. The results

LEMMA. X° e X is an efficient solution of (VMP) if and only if x° is an
optimal solution of the nonlinear program (NLP).

PROOF. Let x° € X be an efficient solution of (VMP) and suppose to the
contrary, that x° is not an optimal solution of (NLP). Then there exists x* such
that

g{x*)<0, -Cx*+Cx°<0

and dCx* > dCx°. Since d > 0, the above conditions are equivalent to

g{x*) < 0 and Cx* > Cx°

which contradicts the fact that x° is an efficient solution (VMP).
Conversely, let a;0 be an optimal solution of (NLP) and suppose to the con-

trary, that x° is not an efficient solution of (VMP). Then there exists an x1 € X
such that

Cx1 > Cx° and ^(x1) ^ 0.

That is, x1 is a feasible point of (NLP) and dCx1 > dCx0 which contradicts that
x° is an optimal solution of (NLP). Hence the Lemma.

Whenever we assume that the system (A) satisfies a constraint qualification,
we shall mean that (A) satisfies Kuhn-Tucker constraint qualification or weak
Arrow-Hurwicz-Uzawa constraint qualification define in Mangasarian [10]. Note
that if g is linear, then system (A) always satisfies these constraint qualifications.

The following theorem gives necessary conditions for an efficient solution of
(VMP) in Kuhn-Tucker [9] form.

THEOREM 1. Let x° e X be an efficient solution of (VMP) and let the
system (A) satisfy a constraint qualification at x°. Then there exist v° € Rk and
w° G Rm such that

v°C = w°Vg(x°), w°g{x°) = 0, v° > 0, w° > 0.
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PROOF. Since i ° € X is an efficient solution of (VMP), by the Lemma, x°
is an optimal solution of (NLP). Hence by Theorem 10.2.7 of Mangasarian [10]
there exist w° e Rm and u° € Rk such that

-dC + w°Vg{x°) - u°C = 0,

w°g(x°) = 0, w° ^ 0, u° ^ 0.

Since d > 0, the above conditions imply that

w°Vg(x°) = v°C, w°g(x°) = 0,

v° = {d + u°) > 0 and w° ^ 0.

This proves the theorem.
We now derive necessary conditions for an efficient solution in the form of

Isermann [5].

THEOREM 2. Letx0 eX be an efficient solution of (VMP). Let gi be quasi-
convex at x° and let the system (A) satisfy a constraint qualification at x°. Then
there exists v° € Rk with strictly positive components, such that

v°Cx° ^ v°Cx for all x€X.

PROOF. Since x° e X is an efficient solution of (VMP), by Theorem 1, there
exists v° > 0 and w° ^ 0 such that

(1) v°C = w°Vg(x°),

(2) w°g(x°)=0.

Now let J = {i: gi(x°) < 0}. Therefore 11) J = {1,2, . . . , m } . Since w° >
0, g(x°) ^ 0 and w°g(x°) = 0, we have that w°gi(x0) = 0 for i = 1,2,... ,m
and hence

(3) w°j = 0.

Now let x € X. Then gi{x) ^ 0 = gi{x°). Since gi is quasiconvex at x°, we have

I4J V g i \ X )[X — X j J : U .

From (1)

v°C(x - x°) = w°Vg(x°)(x - z°)

= w°Vgi(x°)(x - x°) + w°jVgj(x°)(x - x°).

Using (3) and (4) we get v°C{x - x°) <: 0. Hence v°Cx° ^ v°Cx for all xeX.
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THEOREM 3. Letx0 eX and gr be quasiconvex at x°. If there exist v° € Rk

and u>° € Rm satisfying

(5) v°C = w°Vg{x°),

(6) tA( * ° ) = 0,
(7) v° > 0, w° ^ 0,

then x° is a properly efficient solution of (VMP).

PROOF. Let v°, w° satisfy (5), (6) and (7). Then following the proof of
Theorem 2, we get

v°Cx° ^ v°Cx for all x € X.

Hence by Theorem 1 of Geoffrion [4], a;0 is a properly efficient solution of (VMP).
The following theorem which gives sufficient conditions for an efficient solution

of (VMP) to be properly efficient, follows immediately from Theorems 1 and 3.

THEOREM 4. Letx°GX be an efficient solution of (VMP). If gi is quasi-
convex at x° and the system (A) satisfies a constraint qualification at x°, then
i° is a properly efficient solution of (VMP).

4. An example

Consider the problem

(VMP) maximize [c\x = xi,C2i = x\ + X2]

subject to g(x) = x\ + x\ — 4 ^ 0.

Figure
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The feasible region X is the set of all the points on and inside the circle
x i + x\ — 4 (the shaded area in the figure). All the points on the circle in
the positive quadrant from ^4(2,0) to B(\/2, \/2) are efficient solutions. The
constraint function <7(x) is convex on R2 and hence quasiconvex.

For an efficient point x° = (x°,x%), the nonlinear program (NLP) is

maximize z = d\X\ + ̂ 2(^1 + £2)

subject to x\ + x\ - 4 £ 0

-X! + X? < 0

-x i - x2 + x? + x% < 0.

For each efficient solution x°, the above problem does not satisfy the weak Arrow-
Hurwicz-Uzawa constraint qualification. However, it satisfies the Kuhn-Tucker
constraint qualification at every point C(x?,X2) on the curve AB except the
points A and B. Hence, by Theorem 4, all the points on the circle x\ + x\ - 4
between A and B are properly efficient. That A and B are not properly efficient
can be seen from the definition. Consider the point A. At this point x° = (2,0),
c\x° = 2, c2x° = 2. Also, cix° > cxx for all x € X and c2x > c2x° for some
x € X. If x approaches to x° along the circle x\ + x\ = 4, then c2x > C2X0,
c\x° > c\x and the ratio

C2X - c2x° _ xi + X2 - 2
2 —

can be made arbitrarily large. Hence A is not a properly efficient solution.
Similarly, B is also not a properly efficient solution.

Since g(x) is convex on R2 we can also apply Theorem 3 to obtain proper
efficient solutions without any knowledge of efficient solutions. It says that if for
any x° € X , the system

v2 =

Wl(xf+xf-4)=0,
Vi,V2 >0, W!> 0,

has a solution, then x° is a properly efficient solution of (VMP). It is very
easy to see that the above system is consistent if x° is a point on the circle
x\ + x\ = 4 between A and B. At any other point of X, the above system
becomes inconsistent.

The above discussion also illustrates Theorem 1.
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