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Is there evidence of publication biases in JDM research?

Frank Renkewitz∗ Heather M. Fuchs∗ Susann Fiedler†

Abstract

It is a long known problem that the preferential publication of statistically significant results (publication bias) may
lead to incorrect estimates of the true effects being investigated. Even though other research areas (e.g., medicine,
biology) are aware of the problem, and have identified strong publication biases, researchers in judgment and decision
making (JDM) largely ignore it. We reanalyzed two current meta-analyses in this area. Both showed evidence of
publication biases that may have led to a substantial overestimation of the true effects they investigated. A review of
additional JDM meta-analyses shows that most meta-analyses conducted no or insufficient analyses of publication bias.
However, given our results and the rareness of non-significant effects in the literature, we suspect that biases occur
quite often. These findings suggest that (a) conclusions based on meta-analyses without reported tests of publication
bias should be interpreted with caution and (b) publication policies and standard research practices should be revised to
overcome the problem.
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1 Introduction

In comparison to statistically non-significant results, a
larger proportion of significant results overestimate the
underlying population effect. It is a long known and re-
peatedly discussed problem (Greenwald, 1975; Hedges
& Olkin, 1985; Iyengar & Greenhouse, 1988; Light &
Pillemer, 1984) that a preferential publication of signifi-
cant studies will therefore lead to a literature that provides
a false impression regarding the robustness and size of
the effect in question. When non-significant results are
largely or completely excluded from publication, even
non-existing effects may appear substantial (Rosenthal,
1979; for a recent survey on other selection problems that
may affect paradigmatic research and their possible con-
sequences, see Fiedler, 2011).

Strong, direct evidence of an overrepresentation of sig-
nificant results in scientific literature originates primarily
from the area of medicine, where several representative
samples of all studies investigating a specific research
question have become available. These samples consist
of studies that are registered with drug licensing agen-
cies, funding agencies and institutional review boards.
Several surveys compared the results of these registered
studies with the data that were eventually published. A
recent and particularly impressive example is the survey
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by Turner et al. (2008). The data base of this survey con-
sists of 74 clinical trials on the effect of antidepressant
agents that were registered with the Food and Drug Ad-
ministration (FDA) in the United States. According to the
FDA, 38 studies reported statistically significant primary
results. Thirty-seven of these studies were eventually
published. In contrast, of the 36 studies reporting non-
significant main results, 22 remained unpublished. An
additional 11 of these studies appeared in scientific jour-
nals but reported—in contradiction to the FDA records—
significant main outcomes (in these studies, the depen-
dent variables considered to be the most relevant were
exchanged). The combined effect size of the registered
studies was g=.31. In the published literature, however,
this combined effect size was inflated to g=.41.

In the field of psychology, surveys of this nature are
rare, as individual studies and their results, in particular,
are seldom documented in a systematic fashion. How-
ever, one survey did employ a similar procedure to assess
publication biases (Cooper, de Neve, & Charlton, 1997).
The data base consisted of all studies that were approved
by the Department of Psychology Human Subjects Com-
mittee at a U.S. university between 1986 and 1988. Ap-
proximately 50% of the studies reporting significant re-
sults were published. Of the studies with non-significant
outcomes, however, only 4% were submitted for publica-
tion.1

Thus, there is strong evidence supporting the conclu-
sion that publication biases affect scientific literature in
several disciplines (see Palmer, 2000, for examples from

1The final publication status of these studies remained unclear. Ef-
fect sizes of published or unpublished studies are not reported.
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biology) including psychology. Even though the om-
nipresence of null hypothesis significance tests may be
less pronounced in the area of JDM than elsewhere in
psychology, it is still a widely used procedure. This and
the rarity of non-significant results give good reason to
assume that publication biases do occur. Thus, the main
question we pursue in this article is whether there is ev-
idence for inflated estimates of effect sizes in the JDM
literature that are caused by such biases.

Generally, publication biases pose a threat to the va-
lidity of the body of scientific knowledge represented
in the literature. However, in the absence of registered
studies that may serve as a standard of comparison, the
problem may only become apparent when study results
are collected for a systematic, quantitative review. Any
summary or review of extant literature, including meta-
analyses, will inevitably produce an incorrect estimate
of the true effect, if the available information repre-
sents a selective sample of the relevant research area.2At
the same time, meta-analyses provide the opportunity to
gauge the extent of the problem. Several methods have
been developed that aim to assess whether a collection
of effect sizes is affected by publication bias. In the ar-
eas of human medicine and biology, several examples of
serious publication biases have been identified by using
these methods to reanalyze published data (Palmer, 2000;
Sutton, Duval, Tweedie, Abrams, & Jones, 2000b). How-
ever, in JDM (and psychology as a whole) this problem
has been largely ignored.

In the following, we will first provide a brief overview
of methods for the detection of publication biases. Then,
we will use these methods to reanalyze in some detail
one meta-analysis from the area of JDM. Finally, we will
explore whether there is evidence of publication bias in
other JDM meta-analyses.

2 Method
Many common methods for the detection of publica-
tion bias are based on the funnel plot (Light & Pillemer,
1984)—a simple scatter plot of study effect sizes against
a measure of study sample size. In the absence of bias, the
data points are symmetrically distributed around the true
population effect. The greater variability in effect sizes
found in smaller and therefore less precise studies results
in the typical inverted funnel shape illustrated in Figure
1.3 However, when significance testing induces a bias,

2Of course, this is also the case when the extant literature provides
a representative sample of the relevant research area but the review in
question includes only a selective portion of the available literature (cf.
Hilbig, 2010).

3Common measures of study sample size used in funnel plots are
standard error and precision. For Fisher Z values, which are used as an
effect measure throughout this article, the relationship between sample

Figure 1: Funnel plot with a mean effect size of r=.34 and
no bias. Contours mark the conventional 5% and 10%
levels of significance.
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some or all of the studies that either reported effect sizes
near zero or found small to moderate effect sizes in con-
junction with small sample sizes will be missing. Thus,
in this case there will be a lack of studies in the lower
left-hand side of the distribution of data points; and the
plot will appear asymmetrical. Additionally, there will
be an association between effect size and study precision,
with less precise studies yielding larger effect sizes. Sev-
eral statistical methods (e.g., Begg’s rank correlation) aim
to uncover publication bias by assessing this association;
two of these (Egger’s regression and trim-and-fill analy-
sis) also provide estimates of the true effect adjusted for
bias. A description of these methods can be found in the
appendix.4

It is important to realize, however, that publication bias
is not the only possible reason for funnel plot asymmetry.
Statistical methods for the assessment of asymmetry are
of a correlative nature and thus do not indicate causality.
Therefore, a post hoc analysis of the presence of publica-
tion bias implies consideration of alternative explanations
for such asymmetry and cannot yield definite “proof” of
bias. In psychological data sets, the most plausible alter-
native explanation is typically heterogeneity. The studies
comprised in a meta-analysis and in the respective fun-
nel plot may (and often do) estimate different underlying
population effects. If, additionally, the true effect is larger

size and standard error is given by sez = 1/
p

(N − 3). The precision
of a study is typically defined as 1/se. In Figure 1 and all further fun-
nel plots, we use se, following a recommendation by Sterne and Egger
(2001). Therefore, the y-axis is inverted to ensure that the dispersion of
effect sizes is larger in the bottom part of the funnel plot (as would be
the case with sample size or precision).

4Funnel plots can be created and statistical tests calculated using
both general purpose statistical packages such as Stata and R as well
as Comprehensive Meta-Analysis—a stand-alone program for meta-
analysis that is somewhat less flexible but has a user-friendly, menu-
driven interface.
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in smaller studies—for example due to appropriate use of
a priori power analysis (e.g., Faul, Erdfelder, Buchner, &
Lang, 2009)—this will lead to asymmetry. However, het-
erogeneity cannot account for a lack of non-significant
results in particular from the published literature.5 Thus,
if non-significant studies appear to be missing in a funnel
plot, this lends further credence to the assumption that the
asymmetry was indeed caused by publication bias. For
this reason, we use contour-enhanced funnel plots (Pe-
ters et al., 2006) throughout this article. The contours in
these plots denote the conventional 5% and 10% levels
of significance based on a two-tailed Z-test (see Figure
1). The p-values resulting from this Z-test may not cor-
respond exactly to the p-values reported in the original
studies because these may have used different statistical
procedures or have tested the effect of interest only in
conjunction with the effect of other factors. Still, the con-
tours will provide a fairly reliable impression of the level
of significance of each effect estimate. In addition, we
will apply an exploratory procedure recently proposed by
Ioannidis and Trikalinos (2007) that tests for a lack of
non-significant (or an excess of significant) studies in a
body of research. This test is also briefly described in the
appendix.

3 A reanalysis of a meta-analysis
on the relationship between social
value orientation and cooperation

As an example, we present in detail a reanalysis of one re-
cent meta-analysis from the field of JDM. Balliet, Parks,
and Joireman (2009) assessed the relationship between
social value orientation (SVO, Messick & McClintock,
1968) and cooperation in social dilemmas. The SVO
measure describes preferences for different distributions
of payoffs to oneself and other persons. Based on these
measures (Kuhlman & Marshello, 1975; Liebrand & Mc-
Clintock, 1988; Van Lange, Otten, De Bruin, & Joire-
man, 1997), participants are classified either as proselfs
or prosocials. Whereas proselfs attempt to maximize
their own (absolute or relative) payoffs, prosocials are in-
terested in maximizing common payoffs.

The meta-analysis comprises 48 reports including 82
lab studies that used experimental games such as the pris-
oner’s, public goods or commons dilemmas to assess the
correlation between SVO and cooperation. Twenty-one

5Assume that all researchers in a given area have valid intuitions
about moderators and are thus able to make correct assumptions regard-
ing the relevant true effect sizes in advance of their studies. Further-
more, all researchers perform a priori power analyses and aim at the
conventional power level of 80%. Even under these circumstances, one
would still expect 20% of all studies to be non-significant for any given
sample size.

of these studies were unpublished. As the main result of
a mixed-effects analysis, Balliet and colleagues (2009)
report a combined effect size of r=.30, indicating that
prosocials cooperate more than proselfs. They also ad-
dress the issue of publication bias by computing Orwin’s
fail-safe N (Orwin, 1983). In general, a fail-safe N repre-
sents the number of additional studies with a mean effect
of zero6 that would be necessary to reduce the combined
effect to statistical non-significance (Rosenthal, 1979) or
to a size considered trivial (in this case, r=.04). Balliet
and colleagues report a fail-safe N of 510, on the basis
of which they conclude that “the effect size . . . appears
to be robust against the presence of a large number of
unpublished studies finding a null result” (p. 538). How-
ever, the fail-safe statistic is deficient, as it does not assess
whether the data set actually shows any evidence of publi-
cation bias and consequently does not indicate the extent
to which the combined effect may have been affected by
such bias. Recent reviews generally speak against the use
of fail-safe N (Becker, 2005; Higgins & Green, 2009).

To begin a more appropriate analysis of publication
bias, we created a funnel plot of the effect sizes reported
in the original studies and their standard errors (Figure
2). Focusing only on the published studies, it is appar-
ent from visual inspection that the distribution of the cor-
responding effect sizes is asymmetrical. The statistical
methods confirm this assessment: Begg’s rank correlation
and Egger’s regression find a significant association (α-
level of 10%) between effect sizes and their standard er-
rors (see Table 1). Trim-and-fill detects asymmetry with
the estimator R0 and indicates that 23 studies are missing
(Table 1). Figure 3 includes the studies that are imputed
by the trim-and-fill procedure to obtain a more symmet-
rical funnel plot. Twenty of the 23 imputed studies are
located in the area of non-significance.

Balliet and colleagues (2009) identify two moderators
of the combined effect size (payment of participants ac-
cording to performance and type of game with the levels
“give-some” and “take-some” games). However, these
identified sources of heterogeneity, at least, cannot ac-
count for the observed asymmetry in the set of pub-
lished studies. In the subsets of studies defined by the
moderators, which are all more homogenous than the
total set, we find descriptively similar levels of asym-
metry. For instance, for the 30 published studies using
outcome-dependent payment, Begg’s rank correlation is
τ=.27 (p=.02); while Egger’s regression yields b1 =1.72
(p=.06). For the 22 studies without outcome-dependent
payment, the corresponding figures are τ=.19 (p=.10) and
b1=1.95 (p=.07).7

6With Orwin’s fail-safe N, one can also assume that the average
magnitude of the additional effect sizes is some value different from
zero.

7In the two subsets defined by the moderator game type, the results
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Table 1: Three indicators of publication bias in the meta-analyses of Balliet et al. (2009) and Dato-on & Dahlstrom
(2003)

Balliet Dato-on

published studies all studies published studies

Beggs‘s correlation (τ(p)) .21 (.01) .23 (<.001) .15 (.07)
Eggers regression (b1(p)) 1.28 (.06) 1.59 (.02) 1.19 (.21)

adjusted r .23 .16 .20
Trim-and-fill

estimator L0(filled studies (adj. r)) 0 (.35) 22 (.24) 17 (.15)
estimator R0(filled studies (adj. r)) 23 (.25) 3 (.30) 0 (.32)

Note: Results for Dato-on & Dahlstrom are discussed below (see Figure 5 and section on other
meta-analysis in JDM research).

Figure 2: Funnel plot of the effect sizes in the primary
studies summarized in the meta-analysis by Balliet and
colleagues (2009). The correlational effect sizes were
Fisher Z-transformed. The solid lines indicate the com-
bined effect sizes of the published studies and the com-
plete data set. The dashed lines provide the adjusted es-
timates for these samples of studies, which are based on
Egger’s regression.
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Furthermore, the most striking characteristic of the
funnel plot in Figure 2 is that it contains no published

are: τ = .11 (p = .19), b1= 1.35 (p = .09) for give-some games (30 stud-
ies); and τ = .47 (p = .01), b1= 1.76 (p = .01) for take-some games (14
studies). If both moderators are used in conjunction to create homoge-
neous subsets of studies, the number of effect sizes included in these
subsets becomes extremely small. Still, there is a positive association
between effect sizes and standard errors in all subsets comprising more
than three effects. This association is generally of similar magnitude as
in the complete set of published studies. For the 10 studies combining
take-some games with outcome-dependent payment, it is even larger
(τ = .78, p= .001; b1 = 2.15, p = .002). A portion of these results are in-
fluenced by individual outliers. However, eliminating the outliers does
not consistently change the results (i.e. it leads to a larger indication of
bias in some cases and a smaller in others).

Figure 3: Funnel plot of the effect sizes in the published
studies summarized by Balliet and colleagues (2009).
The white dots are studies imputed by the trim-and-fill
procedure (estimator R0). The dashed line indicates the
adjusted estimate of the combined effect size resulting
from the trim-and-fill procedure.
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effect sizes associated with two-tailed p-values > .10 (or
one-tailed p-values > .05). In other words, all published
studies were at least “marginally significant”. The ex-
ploratory test by Ioannidis and Trikalinos (2007) also in-
dicates a lack of non-significant effect sizes (p=.001, bi-
nomial test).8 In conjunction with the asymmetric dis-
tribution of effect sizes, this constitutes strong evidence
that the literature on SVO is biased due to an exclusion
of non-significant results. This conclusion is further cor-
roborated by a comparison of the results in published and
unpublished studies. Approximately one half of the ef-

8The power calculations for primary studies needed in this test were
based on the combined effect size in the complete data set (r = .30). If,
instead, the combined effect size from the published studies (r = .35) is
used, the test result is p = .05.
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fect sizes in unpublished studies are non-significant. The
combined effect size (r=.21) of unpublished studies is
significantly smaller than the combined effect size of pub-
lished studies (r=.35), Q(1)=11.81, p=.001. Thus, the ev-
idence suggests that the combined effect size in published
studies overestimates the true effect. Based on the pub-
lished studies alone, Egger’s regression and trim-and-fill
(estimator R0) yield adjusted estimates of the combined
effect size of r=.23 and r=.25, respectively (see Table 1).
These adjusted estimates do not warrant a final conclu-
sion regarding the magnitude of the population effect.9

Rather, they should be regarded as a form of sensitivity
analysis—large corrections may indicate a lack of robust-
ness. Still, the difference between the combined effect
of r=.35 in the published studies and the adjusted com-
bined effects reveals that the exclusion of non-significant
studies led to an overestimation of the effect of SVO on
cooperation that may be of a theoretically and practically
relevant magnitude.

By including unpublished studies, Balliet and col-
leagues (2009) follow the most prominent advice for pre-
venting biased meta-analytical results. However, the suc-
cess of this approach depends on the representativeness
and size of the sample of unpublished studies included. In
this example, there still appear to be non-significant and
negative effect sizes missing despite the inclusion of 21
unpublished studies (see Figure 2). The results of the sta-
tistical methods confirm that the asymmetry in the funnel
plot is not reduced by including unpublished studies (see
Table 1). On the contrary, because many of the unpub-
lished studies have relatively small standard errors and
report negligible effect sizes, the adjusted combined ef-
fect size of Egger’s regression is even reduced to r=.16 in
the complete data set.

An additional, interesting aspect of our reanalysis
stems from a test of a third moderator hypothesis reported
by Balliet and colleagues (2009). Contrary to their expec-
tations, this tests reveals that the combined effect sizes in
one-shot (r=.31) and iterated (r=.29) games are similar in
magnitude and not significantly different. Clearly, both
sets of published studies are asymmetrical and lack non-
significant results (see Figure 4). However, only the com-
bined effect size in one-shot games is corrected by the
inclusion of unpublished results, whereas the combined
effect in iterated games remains almost constant. There-
fore, the failure to find a moderator effect for experimen-

9Strictly speaking, neither the combined effect size of the published
studies nor the adjusted estimates of Egger’s regression and trim-and-
fill can be understood as an estimate of an underlying population effect
when moderator variables exist. The combined effect size of the pub-
lished studies simply represents their weighted mean. The adjusted esti-
mates may be understood as the weighted mean of all studies that were
actually conducted (under the assumption that the proportion of studies
employing different levels of the moderators is equal in published and
unpublished studies).

tal game repetition may be interpreted as the result of an
unnoticed, selective correction for publication bias in the
sample of one-shot games. Indeed, there is a significant
moderator effect when one considers only the published
studies, r=.40 for one shot games and r=.28 for iterated
games, Q(1)=20.58, p < .001.

A selective correction for publication bias would only
be justified when one sample (in this case one-shot
games) is more strongly biased than the other. A closer
look at the data, however, indicates the exact opposite. A
large proportion of the effects from published studies on
iterated games are located in the area of “marginal sig-
nificance” or directly below the conventional 5% signif-
icance criterion (see Figure 4); this is not the case for
the one-shot sample. Thus, the plots suggest that re-
searchers had more difficulty achieving significant results
when using iterated games. However, the statistical tests
of asymmetry are not clear regarding the magnitude of
bias in the two data sets. This is primarily due to the
fact that, in these reduced data sets, the results of the
regression methods and trim-and-fill are strongly influ-
enced by single effect sizes (the largest effects in both
sets). Generally, Begg’s rank correlation is the most ro-
bust against outliers. Indeed, here it is the only method
that yields fairly stable results independent of the exclu-
sion of these effects. It indicates a markedly stronger bias
among published studies on iterated games (τ=.38, p <
.001) than among published studies on one-shot games
(τ=.17, p=.12). Based on this result, one may conclude
that the true moderator effect is even larger than it appears
based on the published studies.

Although the reanalysis of the moderator data certainly
leaves room for interpretation, the key issue with respect
to the topic of publication bias is that the available data of
61 published and 21 unpublished studies based on a total
of 8,815 participants do not resolve this issue in an unam-
biguous manner. Balliet and colleagues (2009) point out
that their meta-analysis is the first quantitative summary
of 40 years of research on the relationship between SVO
and cooperation. What have we learned about this rela-
tionship from this extensive research effort? Given the re-
sults of our reanalysis, it still seems safe to conclude that
there is a positive correlation between SVO and cooper-
ative behavior in social dilemmas. All of our adjusted
estimates were positive; and the unpublished studies are
all, with the exception of a single effect size (of negligible
magnitude), positive. However, as our results suggest that
studies with non-significant results were excluded from
publication and were, consequently, to some degree un-
available, we can be confident that the true combined ef-
fect size of studies on SVO is smaller than r=.35 resulting
from published studies alone and even smaller than r=.30
reported in the meta-analysis. However, as long as we do
not know exactly which results are missing, it will be dif-
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Figure 4: Funnel plots of the effect sizes in the primary studies according to game form (iterated vs. one-shot)
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B: one−shot

ficult to “guess” the true effect magnitude. The most con-
servative corrected estimate of the combined effect we
calculated was r=.16. This discrepancy in effect mag-
nitude would reflect a reduction in variance accounted
for from approximately 10 percent to approximately two
percent, which certainly appears practically meaningful.
In addition, the results of moderator analyses must be
viewed with skepticism, as it is to be expected that dif-
ferent samples of studies will be affected differently by
publication bias. Making use of available unpublished
studies might be helpful in identifying these problems.
However, it will fail to solve them unless the available
studies are a representative and sufficiently large sample
of all unpublished studies.

4 What about other meta-analyses
in JDM?

We reanalyzed one additional meta-analysis from the
field of JDM (Dato-on & Dahlstrom, 2003) that addresses
contrast effects in judgments. The main research ques-
tion is whether more extreme primes cause more mod-
erate judgments about target stimuli and, subsequently,
larger contrast effects. The meta-analysis comprises 55
studies from 27 published articles and three dissertations.
It reports a fixed combined effect of r=.29. In the fun-
nel plot, this sample of studies is also characterized by
substantial asymmetry (see Figure 5). Although several
effect sizes are non-significant, there is still a gap in the
plot between the positive and negative effects located in
approximately the middle of the area of non-significance.
Begg’s rank correlation indicates a positive association
between effect sizes and their standard errors (see Table
1). Egger’s regression also indicates a strong yet non-
significant relationship. Trim-and-fill detects asymmetry
with the estimator L0. The adjusted combined effects
provided by Egger’s regression and trim-and-fill (estima-

tor L0) are r=.20 and r=.15, respectively. The exploratory
test by Ioannidis and Trikalinos (2007) does not indicate a
lack of non-significant studies when the original estimate
of the combined effect size (r=.29) is used to calculate the
power of the primary studies. However, when the power
calculation is based on the lower bound of the 95% con-
fidence interval of the combined effect size (r=.25), the
binomial test results in a p=.09. Taken together, the evi-
dence from the statistical methods is less conclusive than
in the reanalysis of the meta-analysis by Balliet and col-
leagues (2009). However, it still raises doubts concerning
the validity of the meta-analytical results. The statisti-
cal methods suggest that the distribution of effect sizes
is asymmetric and that this asymmetry may be caused by
an exclusion of non-significant effects. As a result, the
combined effect size reported in the meta-analysis may
overestimate the true effect size. At the very least, the
meta-analytical results should be interpreted with great
caution.10

A further example of publication bias that is widely
recognized in the area of JDM was identified by Acker
(2008), who conducted a meta-analysis on unconscious
thought theory (Dijksterhuis & Nordgren, 2006). The
central tenet of this theory is that unconscious thought
will lead to better performance than conscious thought
in complex decision tasks. Acker collected data from
17 studies that allowed for a comparison of performance
following conscious and unconscious thought. Only six
of these studies (Dijksterhuis, 2004; Dijksterhuis, Bos,
Nordgren, & Van Baaren, 2006) were published when
the meta-analysis was conducted. These published stud-
ies uniformly found evidence in favor of unconscious

10Dato-on and Dahlstrom indicated three significant moderators in
their meta-analysis. The subsets of studies defined by these moderators
generally did not show less heterogeneity than the total data set. Thus,
it is unlikely that these moderators can explain the asymmetry present
in Figure 4. However, this implies the existence of additional moderator
variables that were not identified in the meta-analysis, the influence of
which remains unknown.
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Figure 5: Funnel plot of the effect sizes in the primary
studies summarized in the meta-analysis by Dato-on and
Dahlstrom (2003). The adjusted estimate of the com-
bined effect size is based on Egger’s regression.
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thought theory, which was in some cases statistically sig-
nificant. In contrast, most of the unpublished studies
found smaller effect sizes, six of which were negative.
The combined effect sizes (estimated with a random ef-
fects model) of the published and unpublished studies are
g=.43 and g=.14, respectively.11 While Acker applied no
formal methods for the assessment of publication bias, he
additionally noted “that the experiments with fewer par-
ticipants consistently generated substantially larger effect
sizes than the larger studies” (p. 301). Indeed, the nega-
tive relationship between the precision of the studies and
their effect sizes is strong (Begg:τ =.38, p=.02; Egger:
b1 =4.25, p=.02), suggesting that even the complete data
set produces a biased combined effect (g=.25). It seems
noteworthy to us that the two studies yielding the least
precise estimates yet exceptionally large effect sizes (Di-
jksterhuis et al., 2006) were published in Science.

Although the meta-analyses discussed above strongly
suggest that publication biases affect research results in
the area of JDM,12 they represent only a small, cer-
tainly non-representative sample of research in this area.
Therefore, we searched PsychInfo for additional JDM

11We computed these figures from the effect sizes and standard errors
provided in Acker (2008).

12The meta-analysis by Acker (2008) differs from those on SVO and
contrast effects in that it summarizes research on a fairly new hypoth-
esis. Therefore, it cannot demonstrate that a number of studies have
apparently vanished permanently from the literature. Indeed, all of the
studies included by Acker were published after the meta-analysis ap-
peared. Still, it illustrates a publication bias in the sense that significant
yet less precise studies were published earlier than non-significant stud-
ies (see Sutton, 2005, for similar examples in the area of medicine). It
may also have contributed to preventing a more enduring publication
bias. At the very least, it seems that there are now more non-significant
and negative results published on unconscious thought theory than on
the relationship between SVO and cooperation or contrast effects in
judgment.

meta-analyses using the keywords “judgment” or “de-
cision making” in combination with the methodology
“meta analysis”, in order to determine which methods of
bias detection were used as well as whether evidence of
bias was found. Of the resulting 120 manuscripts, many
represented studies that either did not conduct a meta-
analysis or were not of interest to the JDM community.
Of the remaining studies, we selected 12 meta-analyses
that we deemed relevant to core JDM research (references
marked with an asterisk).

Eight meta-analyses either completely ignored the
problem of publication bias or conducted only a fail-safe
N analysis, which, as discussed above, does not repre-
sent an appropriate analysis of bias. Two meta-analyses
conducted tests of publication bias using moderator anal-
yses. Greenwald, Poehlman, Uhlmann and Banaji (2009)
compared published and unpublished effects and found
no significant difference. Spengler and colleagues (2009)
compared effects published in APA journals with those
published elsewhere and found that those in APA journals
were significantly larger. Finally, only two meta-analyses
used a portion of the methods discussed in this paper.
Thornton and Dumke (2005) found no indication of bias
using a funnel plot and a correlational analysis. Karelaia
and Hogarth (2008) assessed bias with Begg’s rank corre-
lation, trim-and-fill analysis and funnel plots; the former
two showed evidence of bias in some subgroups.

Overall, we were able to find only four additional
meta-analyses that allow for inferences regarding the
presence of publication bias in JDM research. Two of
these reported evidence of publication bias.

5 Discussion

The results of our reanalyses strongly suggest that pub-
lication biases also occur in the field of JDM. Both of
the data-sets we reanalyzed showed evidence of bias.
Also, a third example of a bias was previously demon-
strated in a meta-analysis (Acker, 2008) on unconscious
thought theory (Dijksterhuis, 2004). In every case, sta-
tistically non-significant results were underrepresented in
the literature—at least at the time when data for the meta-
analyses were collected. This bias against non-significant
results is certain to yield an inflated estimate of the under-
lying effect when published effects are aggregated.

Our selection of meta-analyses was more or less ar-
bitrary and guided mainly by practical considerations
(our main criterion was whether a meta-analysis seemed
to provide all necessary information from the primary
studies). Thus, the question remains how many effects
in JDM are affected by publication biases and, conse-
quently, appear more stable and relevant in the literature
than they truly are. Our survey of meta-analyses from the
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field shows that there is currently no empirical answer to
this question. Most meta-analyses ignored the problem
of publication bias or assessed it with unsound methods.
Of the four meta-analyses we located that allow for any
assertion, two found indications of bias. Any claim re-
garding the prevalence of publication biases in JDM must
remain speculative, as we lack data collections on effects
in JDM that were investigated for publication bias with
scrutiny. However, given our results and the rareness of
non-significant effects in the literature, we suspect that
biases occur quite often.

One obvious conclusion from our findings is the need
for a greater awareness of this problem in JDM. “Estab-
lished” effects may turn out to be less relevant once they
are tested for publication bias. Meta-analyses should gen-
erally perform a thorough and methodologically sound
assessment of publication bias and address the issue when
discussing their results. Funnel plots should be displayed
in all meta-analytical reports, as they provide informa-
tion not considered by any of the statistical methods for
the assessment of funnel plot asymmetry (most notably,
whether studies are missing in areas of non-significance)
but simultaneously allow for some degree of subjective
interpretation. Obviously, the results of meta-analyses
that do not present an appropriate investigation of pub-
lication bias must be interpreted very carefully.

Another implication of our findings is that publication
decisions, at least in some areas of JDM, rely heavily
on the results of significance tests. It is this reliance as
well as the focus on the question “Is there an effect?”
that leads to a body of empirical findings that provides
a distorted impression concerning the stability and size
of the effect in question. Interestingly, evidence from
psychology (Cooper, DeNeve, & Charlton, 1997) and
medicine (Dickersin, 1997) suggests that publication bi-
ases are mainly caused by the reluctance of researchers to
submit non-significant results rather than by the rejection
of non-significant results during the peer-review process.
The reliance on null hypothesis significance testing is par-
ticularly worrisome, as the error rate of the significance
test may be very large (Ioannidis, 2005). This high error
rate in some scientific fields reflects the simple fact that
individual studies with limited sample size are often not
capable of yielding conclusive evidence in favor of a re-
search hypothesis. Given that there currently appears to
be a preference for the publication of “positive” findings
in many scientific fields, it may be advisable to evaluate
such findings using statistical methods that do not provide
the premature impression of clear-cut results but rather
more explicitly illustrate the uncertainty inherent in the
statistical inference. In this respect, it might be helpful to
focus more strongly on effect sizes and their confidence
intervals even though confidence intervals imply the same
inference about the null hypothesis as significance tests

(Cummings & Finch, 2001). A more sophisticated alter-
native that, in our view, evaluates the available evidence
more appropriately than significance testing and that can
also lead to different conclusions regarding the null hy-
pothesis is Bayesian statistics (e.g., Rouder, Speckman,
Sun & Morey, 2009).

However, to overcome the problem of publication bi-
ases, the choice of suitable statistical methods will be
less important than a broad recognition of the fact that
publication decisions should not depend on the question
of whether the data favor a specific hypothesis. Publi-
cation decisions should be based primarily on theoreti-
cal relevance, hypothesis plausibility and methodological
quality—and not on significant or, more generally, posi-
tive findings. The only characteristic of study results that
should be relevant for publication is study precision. Af-
ter all, a study of sound methodological quality that yields
a precise estimate of an effect is informative even if the
confidence interval includes zero; and it is always more
informative than a study yielding a significant, but impre-
cise effect estimate with a huge confidence interval.

So, what could be done to alleviate the problem of
publication biases? Most effective measures will involve
a change in publication policies and incentive schemes
in science. For instance, independent and exact replica-
tion studies should be easier to publish and more highly
valued. Such replication studies are the best possibil-
ity to support or refute previous findings; and even a
small number of replication studies will allow for a much
more reliable assessment of the true effect size in a meta-
analysis if there is no selective reporting (Palmer, 2000).
With regard to a preference for positive findings in the
peer review process, an interesting solution might be the
introduction of “result blind reviews”. Such a proce-
dure would ensure that the publication decision is based
solely on theoretical relevance, methodological quality
of the design and appropriateness of the suggested sta-
tistical analysis. While it may be unrealistic to propose
that all research in JDM (or even psychology) should be
evaluated without regard to its results, studies that un-
dergo a result blind review are likely to produce more
objective and reliable results and, thus, should be more
highly esteemed. Finally, given the reluctance of re-
searchers to submit non-significant results, it seems safe
to conclude that “exploratory testing” is at least one of
the driving forces behind publication bias: Hypothe-
ses are tested several times—by using several statistical
methods, adding covariates and factors, including several
but interchangeable dependent variables, forming sub-
groups, excluding (extreme) data points, screening data
transformations, or simply running multiple studies—but
only significant results are reported. Thus, researchers
should be encouraged to publicly document their hy-
potheses and methods in detail before an experiment
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is done. Schooler (2011) recently proposed an open-
access repository for all research findings for this pur-
pose. Again, this might not be a viable option for all JDM
research. But a study that is fully described in advance
yields more compelling evidence and, therefore, should
be easier to publish in more prestigious and widely rec-
ognized journals.

In general, any measure that advances the publica-
tion and availability of negative results will finally lead
to more reliable and trustworthy research findings—and
will thus improve the quality of our research field.
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Appendix
Begg’s rank correlation (Begg & Mazumdar, 1994) uses
Kendall’s tau to measure the correlation between stan-
dardized effect sizes and their variances. The standard-
ization is necessary to stabilize the variances (Begg &
Mazumdar, 1994). The standardized effect size of study i
(T ∗i ) is defined as:

T ∗i = Ti−T̄•√
ṽ∗i

where T̄• =
(

kP
i=1

Ti
SE2

i

)

kP
i=1

1
SE2

i

, Ti is the observed effect size of

study i, SEi the standard error of the observed effect

size, and ṽ∗i = SE2
i − (

k∑
i=1

1
SE2

i
)−1.

In Egger’s regression (Sterne & Egger, 2005), effect
sizes (weighted by their inverse variances) are regressed
on their standard errors as follows:

T̂i = b0 + b1 × SEi weighted by 1
SE2

i

The regression slope b1 indicates bias and is expected to
be zero if bias is absent. Additionally, the intercept b0 has
been suggested as an estimate of the combined effect size
adjusted for publication bias (Moreno et al., 2009). The
rationale for this is that the intercept gives the predicted
effect size for a hypothetical study with a standard error
of zero (i.e. infinitely large sample size). If there is no
bias, the intercept is equal to the combined effect size of
the included studies. With the correlational effect size r,
Egger’s regression may yield incorrect results, as the esti-
mated standard error of r depends on the observed effect
size (Macaskill, Walter, & Irwig, 2001; Sterne, Becker,
& Egger, 2005). For this reason, correlations are trans-
formed into Fisher-Z values throughout this paper.

Another method that not only indicates the presence
of bias but also yields an adjusted estimate is the iter-
ative trim-and-fill procedure (Duval & Tweedie, 2000a,
2000b). Trim-and-fill estimates and adjusts for the num-
ber of missing effects. In a first step, this method ex-
cludes “asymmetric” studies on the right side of the fun-
nel plot for which no counterparts are present on the op-
posite side. A new pooled estimate is then computed from
this reduced data set and the number of missing studies

is re-estimated. When no additional missing studies can
be found, all trimmed effect sizes are reinstated. Addi-
tionally, their symmetric counterparts are imputed for the
missing effects. The resulting, more symmetrical plot is
then used to compute the adjusted effect estimate and its
variance.

To determine the number of trimmed studies, two dif-
ferent estimators (R0 and L0) can be used that are both
based on signed ranks of the absolute differences between
the effect sizes and the combined effect. In a symmetric
funnel plot, the most extreme deviations from the com-
bined effect size will have similar ranks on both sides of
the plot. If this is not the case, the size of the estimator
R0 will indicate asymmetry. R0 depends on the rightmost
run of ranks associated with effect sizes located above
the pooled estimate. This implicates that a single out-
lier effect on the left hand side will cause R0 to be zero
(Duval & Tweedie, 2000a; Duval, 2005). In general, R0

will not properly assess asymmetry when missing stud-
ies are accompanied by more extreme effects on the left
hand side—a situation that appears as a gap in the fun-
nel plot (and that is present in our reanalyses of the data
set of Dato-on and Dahlstrom (2003), see Figure 5, as
well as the total data set of Balliet and colleagues (2009),
see Figure 2). The estimator L0 stems from the assump-
tion that, in the absence of bias, the sums of the ranks
for the effect sizes on both sides of the pooled estimate
will be similar. L0 depends on the sum of the ranks on
the right side of the funnel plot (the Wilcoxon statistic for
the given set of data) and indicates asymmetry when this
sum is larger than the expected value. Thus, L0 is more
robust against outliers and may detect a gap in the funnel
plot. However, it will not necessarily indicate asymmetry
if several of the most extreme effects are located on the
right side of the plot. In general, both estimators can yield
markedly different results, as they assess different charac-
teristics of the distribution of effect sizes. However, if the
funnel plot is symmetric, both estimators should indicate
that no studies are missing. Therefore, following a rec-
ommendation by Duval (2005), we use both estimators in
all analyses.

In simulation studies (Begg & Mazumdar, 1994; Du-
val & Tweedie, 2000a; Macaskill, Walter, & Irwig, 2001;
Sterne, Gavaghan, & Egger, 2000), all of the above men-
tioned methods have been shown to achieve only limited
power, especially when the number of studies is low and
only a moderate publication bias is present (i.e. only a
small proportion of studies are missing). Therefore, the
use of a more liberal significance level (i.e. α =.10) has
been suggested (e.g., Egger, Smith, Schneider, & Minder,
1997). We follow this suggestion in this paper.

In addition to the statistical methods for the assess-
ment of funnel plot asymmetry, we apply an exploratory
procedure that provides a formal evaluation of the num-
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ber of significant and non-significant studies in a meta-
analysis (Ioannidis & Trikalinos, 2007). This procedure
tests whether the observed number of significant findings
differs from the number expected in the absence of bias.
The expected number of “positive” findings results from
the power of the primary studies. Power is calculated
based on a standard Wald Z-Test (which also provides the
contours indicating the different significance levels in the
funnel plots displayed in this paper) under the assumption
of a fixed α-level. The difference between the observed
and expected number of “positive”’ findings can be tested
for significance using either a χ2 or binomial distribution.
A significant result indicates an excess of ’positive’ find-
ings, and thus a lack of non-significant findings, among
the primary studies. Due to power considerations, Ioanni-
dis & Trikalinos (2007) recommend using a significance
level of α=.10.

In its simplest form, this procedure uses the combined
effect size in the meta-analysis to calculate the power of
the primary studies. However, in the presence of bias, the
combined effect size is certain to be an overestimate of
the underlying true effect size. Therefore, the power of
the primary studies may be overestimated, as well, and
the expected number of “positive” findings thus inflated.
Therefore, Ioannidis and Trikalinos (2007) suggest using
reduced estimates of the underlying effect in addition to
the combined effect size for exploratory purposes. More
specifically, they interpret significant test results as an in-
dication of publication bias if the effect estimate used in
the power calculation lies within the 95% confidence in-
terval of the original combined effect size.

The analyses reported in this article were performed
with Stata 11. While Stata itself does not include statisti-
cal packages for the analysis of publication bias, well-
functioning macros are available on the Internet. The
command used for generating the funnel plots is con-
funnel. Trim-and-fill analyses were performed with the
command metatrim. Finally, Egger’s regression and
Begg’s rank correlation were computed with the com-
mand metabias. A Stata macro for assessing a possi-
ble lack of non-significant studies in a meta-analysis is
provided by Ioannidis (www.dhe.med.uoi.gr). A useful,
but slightly outdated description of various computer pro-
grams to address publication bias is provided by Boren-
stein (2005). This description is also available online:
(http://www.metaanalysis.com/downloads/PBSoftware.pdf).
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