Predicting future onset of depression among middle-aged adults with no psychiatric history
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Background
Depression is a major cause of disability worldwide. Recent data suggest that, in industrialised countries, the prevalence of depression peaks in middle age. Identifying factors predictive of future depressive episodes is crucial for developing prevention strategies for this age group.

Aims
We aimed to identify future depression in middle-aged adults with no previous psychiatric history.

Method
To predict a diagnosis of depression 1 year or more following a comprehensive baseline assessment, we used a data-driven, machine-learning methodology. Our data-set was the UK Biobank of middle-aged participants (N = 245,036) with no psychiatric history.

Results
Overall, 2.18% of the study population developed a depressive episode at least 1 year following baseline. Basing predictions on a single mental health questionnaire led to an area under the curve of the receiver operating characteristic of 0.66, and a predictive model leveraging the combined results of 100 UK Biobank questionnaires and measurements improved this to 0.79. Our findings were robust to demographic variations (place of birth, gender) and variations in methods of depression assessment. Thus, machine-learning-based models best predict diagnoses of depression when allowing the inclusion of multiple features.

Conclusions
Machine-learning approaches show potential for being beneficial for the identification of clinically relevant predictors of depression. Specifically, we can identify, with moderate success, people with no recorded psychiatric history at risk for depression by using a relatively small number of features. More work is required to improve these models and evaluate their cost-effectiveness before integrating them into the clinical workflow.
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Background
Depression is a major cause of disability, and its personal, societal and economic impacts make it crucial to expand knowledge concerning mitigating strategies. Identifying the risk factors that are most predictive of future depressive symptoms may help improve depression prevention strategies. The prevalence of depression differs by age, and recent studies show that in high-income countries, the prevalence of depression is highest among middle-aged individuals. The literature on risk factors for depression suggests that although many risk factors are common across the lifespan, there are factors that are age specific. Previous studies have tended to examine risk factors among other age groups, such as adolescents, young adults and older adults, but there has been little consideration of risk factors among middle-aged adults. Elucidating the risk factors among middle-aged adults – the high-risk age for depression – may allow for the development of age-specific interventions. Many risk factors have been identified as contributing to the development of depression. Despite the growing acknowledgment that depression is a complex and multifactorial disorder, recent literature reviews of depression risk factors point to a common limitation of existing studies: most of them focused on validating sets of hypothesised risk factors associated with depression, and examined each risk factor separately. It has been suggested that to obtain a broader view of modifiable factors that can be used to identify and prevent depressive episodes, it is necessary to examine a wide range of factors in unison. The paucity of studies examining multiple risk factors may be because of the need for large sample sizes for such an analysis, and methodologies appropriate for multidimensional data. Most previous studies were based on small sample sizes and used classical inferential analytic approach, resulting in low predictive strength of identified risk factors. Prominent researchers have recently suggested that the understanding of risk factors for depression could be substantially enriched by the use of machine-learning techniques that can handle rich and complex data. The availability of large data-sets such as the UK Biobank, and the development of machine-learning techniques that can access and analyse such data-sets, allows for comprehensive and well-powered examinations.

Several recent studies have used the UK Biobank to identify risk factors for depression, demonstrating the usefulness of applying machine-learning techniques to a large and rich data-set. However, these studies predefined theoretically derived risk factors. A data-driven approach may enable the discovery of the factors that are most predictive of depression, along with their relative contributions. Only a single study has used machine-learning models to predict future depression. However, the UK Biobank allows for analysis on a much greater scale.

Aims and contribution
The current study aims to use a data-driven approach to analyse the UK Biobank data-set and identify the risk factors that are most predictive of future depression among middle-aged adults. We focus on people with no history of mental health illnesses, since we expect...
that they are more likely to benefit from this than those who have already interacted with the mental health system. Moreover, since mental health history is a good predictor for future depression, the excluded cases are those for which the prediction task is easier. Specifically, we are interested in early identification (at least 1 year before diagnosis) of people at risk of depression, as this time frame may mitigate, or even prevent, the onset of depression; for example, by raising their awareness to the mental health services that are available to them. Importantly, this should be done with caution, so as not to become a 'self-fulfilling prophecy'. Additionally, we aim to (a) evaluate the predictive power of features derived from the UK Biobank beyond those that only concern mental health, (b) select a small set of features that are most predictive of future depression and (c) evaluate the robustness of the resultant predictive models.

**Method**

**Sample**
The UK Biobank contains medical data for 502,504 individuals; all participants were aged 40–70 years at recruitment (which occurred in 2006–2010). The data include a large array of questionnaire results, laboratory test results, demographic information and ICD-10 medical diagnoses, which are aggregated from primary care and secondary care records and self-reports.

Middle age is usually defined as 40 to 60–65 years. Accordingly, we included all participants who were aged 40–60 at recruitment and who had no diagnoses of mental health issues (any diagnosis for which the ICD-10 code begins with ‘F’) before the baseline assessment. We did not censor the cohort based on the age at which depression was diagnosed, as this would bias the data by allowing younger participants a longer time window for diagnosis. For most participants diagnosed with depression (81.75%), diagnosis was within 7 years of recruitment, with the longest period being 11.6 years after baseline. Almost all of those diagnosed with depression (97.3%) were diagnosed by age 65 years.

The baseline UK Biobank data pertain to all participants; however, additional data were collected at later dates for participant subsets. To obtain a large cohort for our analysis, we included data that were available for a majority of participants and that afforded classification (for details, see Supplementary File 1 available at https://doi.org/10.1192/bjo.2023.62). As some data were country specific (e.g. income score was listed separately for England, Wales and Scotland), we merged these data when possible. Overall, we extracted 481 data values for each participant.

The final cohort comprised 245,036 participants, of which 5345 were diagnosed with depression at least 1 year after baseline (‘positive examples’; 2.18%). Among the 133,806 men and 111,230 women included in this cohort, 3373 (2.52%) men and 1972 (1.77%) women were positive examples.

**Future depression**
For each participant, the main UK Biobank data table includes the first date of a diagnosis of an ICD-10-registered illness. We defined a diagnosis of depression as a data entry comprising the ICD-10 code ‘F32’. This approach was advantageous because the relevant data table is provided for all participants, and because the diagnosis was not influenced by the present study goals.

We tested the robustness of this approach by examining how well one can use a model trained on ICD-10 data to predict depression as defined by the Patient Health Questionnaire-9 (PHQ-9); a score of ≥15. The same definitions for depression have previously been used to classify UK Biobank participants.

**Prediction and evaluation**

**Feature extraction**
To model the participants and predict future onset of depression, we transformed the extracted UK Biobank data into binary feature vectors. For example, one UK Biobank question concerned types of physical activity performed in the past 4 weeks. Possible answers were walking for pleasure, other activity, strenuous sports, light DIY and heavy DIY. This question creates six potential features: one for each of the possible answers, and an additional one for no response. Participants who indicated that they walked for pleasure (and nothing else) would be awarded a value of ‘1’ for the first feature, and ‘0’ for the others (see Supplementary File 1 for details). Overall, this transformation yielded a binary feature matrix with 245,036 rows and 2851 columns.

**Prediction**
Data were partitioned into six subsets based on participants’ countries of birth (see Table 1). We set the subset of those born in England as our development set, and the others as test sets, which could be considered subjects for external validations or subgroup analysis. The main analysis was done on the development set, and the remainder were used for validation.

As a first step, for each feature in the UK Biobank we trained a classifier that aims to predict future depression based solely on this feature, and evaluated its predictive power. Then we defined subsets of features and built prediction models based on them.

**Evaluation metrics**
Models were evaluated based on how well they identified participants who were diagnosed with depression at least 1 year after baseline. This evaluation was conducted through a ten-fold cross-validation of the development set. Specifically, data were randomly partitioned into two subsets, one containing 70% of the data and the other containing 30% of the data. Predictive models were constructed using the larger set, and then evaluated on the smaller set. This was repeated ten times, to obtain robust results.

Three evaluation metrics were considered. The first two focus on the 5% of participants who are predicted to be most at risk. One metric (precision at 5%, denoted Pr-5%) computes the fraction of participants that indeed have a future diagnosis of depression. The other (recall at 5%, denoted Re-5%) computes what fraction

| Table 1 Number of participants in each external validation set, defined by country of birth, and the number in each set who were diagnosed with depression at least 1 year after the baseline assessment |
|------------------|------------------|------------------|
| Country          | Number of participants | Number of positive examples | Per cent |
| England          | 184,669           | 3964              | 2.15%    |
| Wales            | 10,939            | 364               | 3.33%    |
| Scotland         | 20,622            | 488               | 2.37%    |
| Northern         | 1480              | 31                | 2.09%    |
| Ireland          | 1878              | 44                | 2.34%    |
| Republic of Ireland | 24,437          | 425               | 1.74%    |
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of all participants with a future diagnosis of depression are included in this top 5%.

The third evaluation metric, area under the curve of the receiver operating characteristic (AUC), looks at the graph of true positive rate versus false positive rate, and computes the area under that graph. See Supplementary File 1 for exact definitions and motivations for using these metrics. For our purposes, the important feature of the AUC is that it reflects the quality of the entire set of predictions, rather than just the top 5%.

Evaluating the robustness of the predictive models

Demographic variables (place of birth and gender). To evaluate the robustness of our predictive models, we first constructed models based on the development set, and evaluated them on each of the left-out sets (those comprising participants born outside of England). The number of participants in each such set is listed in Table 1. The incidence of ‘future depression’ varied among these cohorts, being highest among those born in Wales (3.33%) and lowest among those born outside of the UK and Ireland (1.74%). Note that this does not necessarily imply that this is the relative incidence of depression among these groups because we were considering ‘future depression’ and specifically excluded all participants with a history of mental health issues; also, there may be a bias among these groups regarding diagnosis of depression. As with the cross-validation experiments, we examined several models, defined by the type of UK Biobank data entries they were trained on.

Next, we examined the model’s sensitivity to the participants’ gender. We partitioned the data into men and women, and trained the models on one group and then evaluated them on the other; this was performed in both directions.

Definition of depression (ICD-10 versus PHQ-9). Finally, we examined the sensitivity of the prediction models to the method used to define depression. Specifically, we split the participants into those who completed the questionnaire and those who did not. The first group comprised 83,654 participants, among whom 1.7% scored ≥15 on the PHQ-9. This set was used for validation, with the goal being to identify participants with similarly high scores. The second group comprised 161,382 participants, among which 2.4% had an ICD-10 diagnosis of depression. This set was then used to train the models, as in the other experiments.

Ethical approval

UK Biobank has received ethical approval from the UK National Health Service’s National Research Ethics Service (reference 11/NW/0382), and this work is part of project number 83,122. As the research is based on the UK Biobank data, informed consent and the Declaration of Helsinki were not relevant/necessary.

Results

Cross-validation

We first sought features that are independently predictive of future diagnosis of depression. Table 2 lists the UK Biobank columns that independently produced the most successful classifiers. As expected, entries associated with questions regarding current and past mental

<table>
<thead>
<tr>
<th>Table 2 Evaluation statistics for models derived from single UK Biobank columns, averaged over ten folds of cross-validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>UK Biobank category</td>
</tr>
<tr>
<td>Diet</td>
</tr>
<tr>
<td>Employment</td>
</tr>
<tr>
<td>General health</td>
</tr>
<tr>
<td>General health</td>
</tr>
<tr>
<td>Household</td>
</tr>
<tr>
<td>Household</td>
</tr>
<tr>
<td>Household</td>
</tr>
<tr>
<td>Impedance measures</td>
</tr>
<tr>
<td>Medical conditions</td>
</tr>
<tr>
<td>Medications</td>
</tr>
<tr>
<td>Operations</td>
</tr>
<tr>
<td>Pain</td>
</tr>
<tr>
<td>Physical activity</td>
</tr>
<tr>
<td>Physical activity</td>
</tr>
<tr>
<td>Physical activity</td>
</tr>
<tr>
<td>Physical activity</td>
</tr>
<tr>
<td>Sleep</td>
</tr>
<tr>
<td>Sleep</td>
</tr>
<tr>
<td>Smoking</td>
</tr>
<tr>
<td>Smoking</td>
</tr>
<tr>
<td>Mental health</td>
</tr>
<tr>
<td>Mental health</td>
</tr>
<tr>
<td>Mental health</td>
</tr>
<tr>
<td>Mental health</td>
</tr>
<tr>
<td>Mental health</td>
</tr>
<tr>
<td>Mental health</td>
</tr>
<tr>
<td>Mental health</td>
</tr>
<tr>
<td>Mental health</td>
</tr>
<tr>
<td>Mental health</td>
</tr>
<tr>
<td>Mental health</td>
</tr>
</tbody>
</table>

Columns with a Pr-5% value >0.04 are shown. Several ‘impedance measures’ attain values similar to those listed for body mass index, and are not shown. See the UK Biobank site (https://biobank.notph.ac.uk/showcase/search.cgi) for more details on these entries. AUC, area under the curve of the receiver operating characteristic; Pr-5%, precision at 5%; Re-5%, recall at 5%.
³ Past 2 weeks.
² For nervousness, anxiety, tension or depression.
health were best for predicting future depression. Additionally, measures of general health, physical activity, smoking, financial circumstances and body mass all represented relatively good predictors.

Our main research question concerned the predictive power of multi-feature classifiers. Table 3 details the evaluation of the main model, which had access to all UK Biobank columns, as well as models restricted to specific features. This shows that, although the predictive power of features associated with mental health was high, they were not independently sufficient to match the quality of the full model. Furthermore, omitting these features did not greatly reduce the predictive power. Limiting the model to features describing lifestyle and environment also limited the success of the prediction model, reducing Pr-5% from 12% to 8%.

For the full model, for those predicted to be most at risk, precision was over six times that expected at random: 2.2% of the participants in the entire data-set developed depression, whereas among the 5% predicted to be most at risk, 12% developed depression. When examining only 5% of the population, the model identified over a quarter of those who developed depression. It is interesting to compare these numbers with those from Table 2. Evidently, combining multiple features provides more precise predictions.

Next, we investigated whether a concise set of features is sufficient for high-quality predictions. Supplementary Fig. 1 depicts the evaluation metrics as a function of the number of features selected. This shows that adding more features tends to improve classification, but only moderately, and this generally plateaus after 100 features. The highest AUC of 0.8 was attained by Model_best_500, but ten features obtained an AUC of 0.76 (averaged over ten folds).

Limiting the analysis to a single gender yielded similar results, although, rather than plateauing, metrics seemed to decline. This may be attributed to overfitting over these smaller training sets.

Robustness of the predictive models
Sensitivity to demographic variables
Table 4 details the evaluation of models trained on the development set (data from participants born in England) and applied to each of the test sets. The results were similar to those obtained in the cross-validation. Note, for a random baseline, the Pr-5% is expected to be the fraction of positive examples, whereas the Re-5% is expected to be 5%. Hence, higher precision was expected for the Wales-born cohort, and lower precision for the ‘born elsewhere’ cohort. The surprisingly good predictions for the Irish-born cohorts should be considered cautiously, as these cohorts were small, and contained relatively few positive examples.

Importantly, results for the ‘born elsewhere’ set were similar to those obtained for the other sets. This further suggests that the models developed were robust to changes in country of birth, and that they can be deployed elsewhere without requiring further calibration.

Using the same methodology, we trained prediction models on the data for participants listed as male, and evaluated them on the data of those listed as female, and vice versa. Table 4 shows that the results were somewhat poorer than when training on the entire population, but overall similar. Interestingly, although future depression was less common among women in our data, and therefore more difficult to detect, especially when learning from examples based on male-sourced data, higher measures were attained in the setting where female-based data were used for evaluation.

Sensitivity to definition of depression
Finally, we trained models on data for participants who did not complete the UK Biobank mental health questionnaire. We then tested it on those who did, but set the ground truth labels according to whether their PHQ-9 score was at least 15, rather than ICD-10 diagnoses. Table 4 shows that the predictions were at least comparable to those reported in the previous two sections. This suggests that the predictive models captured a relatively robust definition of depression and were not very sensitive to the way in which it was defined.
Discussion

Although risk factors for depression onset have been extensively investigated, most studies attempted to validate a limited set of theoretically derived risk factors, tended to examine each risk factor separately across relatively small samples and focused on young or older adults. In contrast, we used a data-driven, machine-learning technique to explore, among a large and rich data-set, the power of multiple factors to predict future depression among middle-aged individuals with no psychiatric history.

The features we found to be the best independent predictors for future depression among middle-aged adults with no psychiatric history are consistent with those identified in other works.\textsuperscript{5} Measures of diet, employment and financial circumstances, general health, physical activity, sleeping habits and smoking represented relatively good predictors of future depression. Associations between some of these factors and depression have also been found in studies of other age groups that examined each of these features separately.\textsuperscript{23,24} Our findings highlight the robustness of the associations between these features and depression among middle-aged adults, and also show the importance of combining multiple features, which produces the highest accuracy. For example, although current depressed mood is a good predictor for future depression (The ‘Frequency of depressed mood in the past 2 weeks’ question achieves a Pr-5% of 0.069), it is not as good as the full model (Pr-5% of 0.12). Indeed, features associated with questions regarding current and past mental health were best for predicting future depression; however, non-mental health features can independently capture most relevant information obtained by mental health features and attain similar precision. This supports the importance of performing a comprehensive assessment of risk factors for depression, to recognise those at high risk of its onset.

Although we excluded participants with mental health diagnoses before baseline or within the subsequent year, questions regarding current mental health were the most useful for predicting future depression. One possible explanation for this is that, although the diagnoses appeared a year or more after baseline, some participants may have been experiencing early stages of (unrecorded) depression during the assessment.

As highlighted previously,\textsuperscript{5} the identification of risk factors, some of which might be modifiable, may be useful for designing more effective preventative strategies for depression. Although, based on our findings, inferences can be made regarding the relationship between risk factors and depression, no conclusions concerning causality can be drawn. It is possible that the causality is the inverse; that is, rather than lifestyle choices leading to depression, early stages of depression may be reflected in one’s lifestyle, or lifestyle may be a marker of other underlying causes of depression. A more careful causal analysis or prospective experiments are required to examine whether changes in the multiple features identified in our data-driven study reduce the risk of depression.

As we aimed to identify a relatively small subset of people who were aged 40–60 years, had no recorded history of mental health issues and had a much higher likelihood of future diagnosis of depression than the rest of the population, we focused on precision and recall measures. Our results showed that, among those predicted to be most at risk, precision was over six times that expected at random. Similarly, considering only 5% of the population, the model identified over a quarter of those who developed depression. Evidently, the combination of multiple features leads to more precise predictions. Concurrently, our results show that, although adding more features to the model tended to improve the model’s classification (AUC = 0.8 for a model with 300 features), almost equally good results were obtained using far fewer features (AUC = 0.76 for a model with ten features). This finding may have clinical implications for the development of short questionnaires for identifying individuals at risk of developing depression. See the supplementary material for an explicit model for predicting such future depression, based on ten UK Biobank questions.

To evaluate the robustness of our predictive models, we conducted two sets of analyses. The first analysis examined whether the models developed using data for England-born participants can be applied to participants born elsewhere. Our subgroup analysis indicated that, at least when applied to people currently living in the UK, the model was robust to changes in this demographic. Even when evaluating the model on participants born outside of England, the evaluation metrics attained similar values to those in the cross-validation experiment.

The second analysis concerned the effect of gender. The female/male depression prevalence ratio in our sample differed somewhat from that documented in previous epidemiological studies concerning the general population, in which depression diagnosis has typically been reported as being twice as common in women than men.\textsuperscript{25} However, recent studies show that, among the middle-aged population, there are no gender differences concerning the prevalence of depression, and that there may even be a higher prevalence of severe depression among middle-aged men than women.\textsuperscript{3} Indeed, our results suggest that predictions are of similar quality when performed separately for men and women. Additionally, a model trained to predict depression for one gender had generally good performance when applied to the opposite gender. It is worth noting, however, that in both scenarios better measures were attained when trying to predict depression among women.

The final analyses examined whether the models trained to predict depression based on ICD-10 diagnosis would obtain similar results when other accepted definitions of depression are used (in this case, the PHQ-9).\textsuperscript{18} The results attained similar values, further supporting the robustness of our models and suggesting that the models do not depend on the exact depression assessment method.

Limitations and future directions

This study utilised the relatively readily available UK Biobank data. The features that the models selected to use were mostly sourced from questionnaires. Although depression risk has a hereditary component,\textsuperscript{26} this study did not incorporate features based on genetic data. Similarly, we did not include data that are not available for all participants, so as not to reduce the cohort’s size. Further studies incorporating biological, genetic, neuroimaging, precipitating life events and partially available features may increase our understanding of risk factors predictive of future depression in this and other age groups.

Although our results demonstrated robustness across different places of birth, it is possible that variations in other demographic characteristics affect the model’s accuracy. Indeed, although results for men and women were approximately similar, the predictions were somewhat better among women. With the growing concern regarding fairness in AI, future work may need to examine other demographics more closely, especially when generalising these results to non-UK and Irish populations.

We focused on depression occurring at middle age, which is commonly defined as ending at age 60 or 65 years. Censoring participants once they reached 65 years of age would have biased our analysis; younger participants would have had a longer follow-up time in which depression could be diagnosed, causing age to artificially appear as a strong predictor. To overcome this, we could have narrowed the range of eligible ages at baseline, decreasing the cohort size. Alternatively, we could have considered a 5-year follow-up...
window, which would have decreased the number of participants with an outcome of depression by approximately half, and would have raised the question of how to handle participants who were diagnosed with depression before 65 years of age but over 5 years after baseline. As most (97.3%) diagnoses of depression in our data were recorded at 65 years of age or younger, defining no further restrictions seemed to be a reasonable compromise.

Notably, incidence of depression may occur at a younger or older age. We expect that risk factors for teenage depression and old-age depression, despite sharing some commonalities with the ones identified here, are likely quite different overall, and so predicting the onset of depression at these ages would require further work.

These limitations notwithstanding, the current findings extend the study of risk factors for depression. First, they show that midlife-aged individuals with no history of mental health problems can be identified as at risk of depression well before the time of diagnosis; more specifically, a relatively small set of people who are at a much higher risk of depression than the rest of the population can be identified. Second, our findings validate known risk factors for depression by employing a data-driven approach. Third, they show the importance of basing such predictions on multiple features. Such multiple-feature models appear to be robust to changes in demographic parameters (place of birth and gender) and depression assessment method.

Our findings have clinical implications regarding the development of strategies for mitigating the risk of depression. The identified risk factors may represent multiple vulnerabilities independently increasing the risk of developing depression in middle age, and indicate targets for multicomponent prevention strategies. We suggest that a concise set of questions can form the basis for a routinely administered questionnaire for monitoring mental health.

There are two important implicit assumptions in this work that need to be investigated further before considering deployment of such methods. The first is that predicting future depression is beneficial to the clinical process. At the very least, any intervention based on such predictions should be done with caution and care, especially considering their current precision. Simply telling a person that they are at risk may be detrimental, increasing rather than reducing their risk of developing depression. Moreover, the cost-effectiveness of any intervention in such an approach should be weighed against the alternatives. For example, it is possible that rather than investing in a large survey for identifying people at risk for future depression, it would be more effective to improve service linkage for people who have experienced life events that are likely to trigger depression, such as redundancy or bereavement.

The second assumption is that predictions based on machine-learning methodology are preferable to alternative methods for prediction. For example, it might be the case that they are no better, in terms of accuracy or cost, than predictions made by the patients’ physicians, or even by the patients themselves. Hence, even if there is benefit in identifying people who are at risk for future depression, it remains to be proven whether this should be done by machine learning.
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