A network approach to dyslexia: Mapping the reading network
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Abstract

Research on the etiology of dyslexia typically uses an approach based on a single core deficit, failing to understand how variations in combinations of factors contribute to reading development and how this combination relates to intervention outcome. To fill this gap, this study explored links between 28 cognitive, environmental, and demographic variables related to dyslexia by employing a network analysis using a large clinical database of 1,257 elementary school children. We found two highly connected subparts in the network: one comprising reading fluency and accuracy measures, and one comprising intelligence-related measures. Interestingly, phoneme awareness was functionally related to the controlled and accurate processing of letter–speech sound mappings, whereas rapid automatized naming was more functionally related to the automated convergence of visual and speech information. We found evidence for the contribution of a variety of factors to (a)typical reading development, though associated with different aspects of the reading process. As such, our results contradict prevailing claims that dyslexia is caused by a single core deficit. This study shows how the network approach to psychopathology can be used to study complex interactions within the reading network and discusses future directions for more personalized interventions.

Keywords: dyslexia, multiple-deficit model, network analysis, reading disability

(Received 20 November 2020; revised 2 February 2021; accepted 4 April 2021)
environmental), operate probabilistically by increasing (or decreasing) the risk that one develops a reading disorder (Pennington, 2006; van Bergen, van der Leij, & de Jong, 2014).

In the current study, we aimed to provide a more detailed window on the multidimensional character of dyslexia, drawing on the pertinent literature to identify a wide range of factors that might be involved in the atypical reading development that characterizes dyslexia. In addition to poor reading and spelling skills, deficits in PA and rapid automatized naming (RAN) are the two most frequently reported problems in dyslexia (Caravolas et al., 2012; Georgiou, Torppa, Manolitsis, Lyytinen, & Parrila, 2012). PA refers to the ability to segment and manipulate phonemes within a word (Gellert & Elbro, 2017), and is assumed to play an important role in the early reading phases of accurate word decoding. RAN reflects the ability to rapidly activate phonological codes from highly familiar visual stimuli such as letters and digits; it is found to be especially associated with reading fluency (Araújo, Reis, Petersson, & Faisca, 2015). As learning to read involves matching visual symbols (i.e., letters) to corresponding speech sounds, the formation of letter–speech sound (L–SS) mappings has received growing interest in recent years (e.g., Blomert, 2011; Žarić et al., 2014). It has been shown that a deficit in developing automatized L–SS associations results in dysfluent reading (Aravena, Snellings, Tijms, & van der Molen, 2013; Blomert, 2011; Žarić et al., 2014). In addition, deficits in verbal memory and working memory have been reported in dyslexia (e.g., Scarborough, 1998; Swanson, Zheng, & Jerman, 2009). Children with dyslexia have been found to be impaired in recalling phoneme and digit sequences (i.e., verbal memory) and in storing and manipulating information (i.e., working memory) (Swanson et al., 2009). Other predictors that have been put forth are broader language skills, such as expressive and productive vocabulary (e.g., Torppa, Lyytinen, Erskine, Eklund, & Lyytinen, 2010). Slow vocabulary development and poor productive language skills appear to be predictive for later reading disabilities (Snowling, Gallagher, & Frith, 2003). Others suggest that the origin of dyslexia might be related to a deficit in visual processing. More specifically, dyslexics have reported problems with spatial organization, visual perception, and attention (Stein & Walsh, 1997).

All these factors are found to be related to (a)typical reading development. However, behavioral predictors only account for about half of the variance in later reading abilities. Family risk studies have shown that children with a first-degree relative who has dyslexia are more likely to develop dyslexia themselves (Harlaar, Spinath, Dale, & Plomin, 2005; Torppa et al., 2010), indicating the importance of genetic risk factors. Several environmental factors, such as socioeconomic status (SES), have also been reported to contribute to unique variance in the development of reading (e.g., Becker et al., 2017; Kovachy, Adams, Tamaresis, & Feldman, 2015; Mascheretti et al., 2013). Parents with lower SES or a lower educational background tend to spend less shared reading time with their children or have fewer books at home, affecting early reading development (Dilnot, Hamilton, Maughan, & Snowling, 2017; Hamilton, Hayiou-Thomas, Huile, & Snowling, 2016). In addition, prematurity has been associated with developing deficits in reading abilities at a later age (Kovachy et al., 2015).

The recent literature thus suggests a variety of factors that contribute to the risk of developing dyslexia. Although the literature on dyslexia is extensive, it remains unclear how variations in combinations of risk and protective factors contribute to reading development and how this combination influences intervention outcomes, since evidence mostly originates from parsimonious single-deficit studies that examine one component (Astle & Fletcher-Watson, 2020). In those studies, by employing an arbitrary threshold value, children with diverse symptoms are routinely classified as either dyslexic or typically developing readers. This method would be valid if dyslexia constituted a single condition, ignoring the heterogeneous nature of this developmental disorder. Given the abundance of mechanisms potentially involved in reading disorders and the heterogeneous nature of the behavioral outcome associated with dyslexia, we may gain better insight when dyslexia is conceptualized as a system of connected symptoms. In this way, a variety of factors can be examined concurrently rather than conducting unimodal studies that fail to provide a clear understanding of how different factors are related (Borsboom, 2017; Borsboom & Cramer, 2013).

A promising modeling option toward this goal is a graphical model, previously applied in a variety of domains, such as genetics (Ghazalpour et al., 2006), sociology (Farasat, Nikolaev, Srihari, & Blair, 2015), and psychology (Fried et al., 2019). From a statistical point of view, network analysis uses multiple regressions that are visually plotted. This approach improves on more conventional multivariate methods (e.g., stepwise multiple regression) in that it does not depend on the order in which variables are entered into the analysis. Moreover, this network technique allows rapid visualization of all these regression parameters. In such a graphical model, any conceivable variable (e.g., friends, symptoms, neurons) can be represented as circles (i.e., nodes) connected through lines (i.e., edges) that represent relations such as Facebook friendships, odd ratios or partial correlations, thus resulting in a network. Many psychological phenomena are considered to be caused by a large number of factors and the interactions between them. This approach allows one to tap into those interactions, which gives more insight into complex relations between factors at different levels (e.g., cognitive, environmental) (Borsboom & Cramer, 2013). Psychological networks are typically pairwise Markov random fields, which are characterized by undirected edges between pairs of nodes that represent conditional dependencies between pairs of nodes after controlling for all other nodes in the network (Epskamp, Borsboom, & Fried, 2018). Edges between two variables therefore imply that there is a relationship between two nodes that cannot be explained by any other node in the network, akin to partial correlations. After estimating the network, core features of the network can be revealed by graph theory measures (Epskamp & Fried, 2018). Employing a network approach allows the analysis of individual factors concurrently, which may reveal patterns that are currently neglected. The most important symptoms in the network and their interrelations can be identified, along with differential associations between symptoms and risk factors. Therefore, more insight into these complex interactions and finding subgroups of individuals may inform the development of more efficient clinical assessments and personalized interventions (Ozernov-Palchik et al., 2016; Ziegler, Perry, & Zorzi, 2020).

The present study thus aimed to elucidate the complex relations between risk factors and symptoms in dyslexia. In addition, we aimed to examine how intervention responsiveness can be seen in relation to symptoms and their interrelations. To this end, we employed a network analysis in a large sample of children with reading disabilities, aiming to examine (a) how numerous variables (including reading, spelling, several language and memory processes, SES, and general abilities) relate to each other in the
framework of reading disabilities and (b) whether the amount of progress one made during reading intervention influenced other relations in the network. In total, 28 reading-related variables, including cognitive, demographic, and environmental measures, were used to estimate a general network structure in 1,257 children with reading difficulties. With respect to the second research question, only children who received reading intervention \( (n = 806) \) were included in the analysis, with intervention progress as the moderator. As this is the first network analysis study within the field of reading disabilities, this research was exploratory in nature and therefore no specific hypotheses regarding model structure were tested.

Method
Participants

Data were collected at a nationwide, clinical center for learning disabilities in the Netherlands (RID) over the period 2009–2019. This archival data set contained diagnostic data of 10,001 individuals on 176 measures, including reading- and spelling-related measures, several language and memory processes, SES, and general abilities. As the original database included participants aged 6 to 33 years, many diverging tests were used based on participant age. To control for differences in test materials and because older individuals usually do not receive specialized reading treatment, we only selected participants within the elementary school age (i.e., between 8 and 14 years old). All the children were native Dutch speakers that had been referred to the clinical center for diagnostic screening for dyslexia because of severe and persistent reading disabilities at school (i.e., below the tenth percentile on standard reading measures or below the tenth percentile on spelling in combination with a score below the sixteenth percentile on reading) and who resisted extra remedial support at school prior to referral. The data set was completely anonymized before further analysis. This study obtained ethical approval from the ethics committee of the University of Amsterdam and is preregistered at the Open Science Framework (https://osf.io/mvzag).

Measures

Data cleaning

First, for each variable, a well-considered decision was made whether to include it in the final database or not, aiming to cover a wide range of theories in the field of reading (dis)abilities, including demographic, cognitive, and environmental variables. For the sake of brevity, this is reported in Table S1 of the Supplementary Material. Second, for the remainder of the variables, unreliable scores (i.e., scores that fell out of their score range) were removed and all participants with missing values on the selected variables were excluded through listwise deletion. To make it easier to interpret the network model, negatively scored variables (i.e., spelling fluency, RAN, and L–SS speed) were reversed, such that for all variables higher scores represented better performance. Finally, as not all the variables were norm-referenced, we controlled for the influence of age by regressing each non-norm-referenced variable on age. For these variables, residuals of this linear regression were used as scores in further analyses. An overview of all included variables is provided in Table 1.

Cognitive assessments

Reading and spelling measures

Word reading. Reading was measured with the computerized reading task from the Differential Diagnosis Dyslexia Maastricht Battery (3DM) (Blomert & Vaessen, 2009). This word reading task comprised three different levels – high-frequency words, low-frequency words, and pseudowords. Each level contained 75 words that were displayed on five sheets, with 15 items on each. The difficulty level of each sheet increased systematically. Children had to read as many words as possible within a time limit of 30 s per level. Reading fluency was computed as the number of correctly read words, with a maximum score of 75. Accuracy was computed as the percentage of correctly read words within this time limit. As the task comprised three levels, three variables of reading fluency and three variables of reading accuracy were included in the analyses (i.e., for high-frequency, low-frequency, and pseudowords).

Spelling. Spelling was assessed with the computerized spelling task from the 3DM (Blomert & Vaessen, 2009). In this task, a word was presented both aurally and visually, with part of the word missing in the visual presentation. Children had to choose the missing part out of four visually presented alternatives by pressing the corresponding button. The task consisted of 34 items, of which 18 items were phonetically transparent and 36 items required application of a spelling rule. Both spelling accuracy (percentage correct) and fluency (seconds/item) were included in the analyses.

Other cognitive measures

L–SS mapping. L–SS mapping was measured with the L–SS identification task from the 3DM (Blomert & Vaessen, 2009). Children had to match a speech sound to one out of four visually presented letter combinations (e.g., /oe/ and “ou”, “uu”, “o”, “oe”). Both accuracy (percentage correct) and response time (seconds/item) were included in the analyses as L–SS accuracy and L–SS speed, respectively.

PA. PA was measured with the phoneme deletion task from the 3DM (Blomert & Vaessen, 2009). In this task, a pseudoword was aurally presented. The child was instructed to delete a speech sound (the beginning consonant, the end consonant, or a consonant within a consonant cluster) and provide the resulting word. The score was computed as the percentage of correct responses.

RAN. RAN was measured with the digits and letters subtests of the rapid naming task from the 3DM (Blomert & Vaessen, 2009). Children had to name the items presented on the screen (either digits or letters, 15 items per set) as fast and accurately as possible. The test included two sets of digits and two sets of letters. The score was defined as the sum of the amount of time that was needed to complete all subtests.

Vocabulary. Receptive vocabulary and productive vocabulary were respectively assessed with the Dutch version of the Peabody Picture Vocabulary Task (PPVT) (Schlichting, 2005) and the vocabulary subtest from the Wechsler Intelligence Scale for Children, third edition (WISC-III) (Kort et al., 2002). In the PPVT, a word was aurally presented and the child was asked to choose the correct image from four alternatives. In the WISC test, the child was asked needed to describe the meanings of words of increasing complexity. Both scores were defined as the...
number of correct items, with a maximum score of 240 for the PPVT and a maximum score of 70 for the WISC vocabulary subtest.

**Working memory.** Working memory was measured with the digit span reversed subtest from the WISC-III (Kort et al., 2002). Children were asked to memorize a sequence of digits and then repeat them in reversed order. The score was defined as the number of correct repeated sequences, with a maximum score of 14.

**Verbal memory.** Both short-term and long-term verbal memory were assessed with the 15 Words Test (Saan & Deelman, 1986), a Dutch version of Rey’s Auditory Verbal Learning Test (AVLT) (Rey, 1964). Children were asked to recall as many words as possible from an aurally presented list containing 15 high-frequency Dutch nouns, comprising five learning blocks. After a 20-min delay, the children were asked to recall as many words as possible from the list they learned before. Short-term memory was calculated as the number of words recalled during the fifth learning block and long-term memory was calculated as the number of words recalled during “delayed recall”, both with maximum scores of 15.

**Visuo-constructional abilities.** Visuo-constructional abilities were indexed by the block design subtest from the WISC-III.

---

Table 1. Overview of included variables

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning in the network</th>
<th>Task</th>
<th>Variable type</th>
</tr>
</thead>
<tbody>
<tr>
<td>ReaFlH</td>
<td>Reading fluency in high-frequency words</td>
<td>3DM (reading task)</td>
<td>Continuous</td>
</tr>
<tr>
<td>ReaFlL</td>
<td>Reading fluency in low-frequency words</td>
<td>3DM (reading task)</td>
<td>Continuous</td>
</tr>
<tr>
<td>ReaFlP</td>
<td>Reading fluency in pseudowords</td>
<td>3DM (reading task)</td>
<td>Continuous</td>
</tr>
<tr>
<td>ReaAccH</td>
<td>Reading accuracy in high-frequency words</td>
<td>3DM (reading task)</td>
<td>Continuous</td>
</tr>
<tr>
<td>ReaAccL</td>
<td>Reading accuracy in low-frequency words</td>
<td>3DM (reading task)</td>
<td>Continuous</td>
</tr>
<tr>
<td>ReaAccP</td>
<td>Reading accuracy in pseudowords</td>
<td>3DM (reading task)</td>
<td>Continuous</td>
</tr>
<tr>
<td>SpFl</td>
<td>Spelling fluency</td>
<td>3DM (spelling task)</td>
<td>Continuous</td>
</tr>
<tr>
<td>SpAcc</td>
<td>Spelling accuracy</td>
<td>3DM (spelling task)</td>
<td>Continuous</td>
</tr>
<tr>
<td>LSSSpeed</td>
<td>L–SS speed</td>
<td>3DM (L–SS identification task)</td>
<td>Continuous</td>
</tr>
<tr>
<td>LSSAcc</td>
<td>L–SS accuracy</td>
<td>3DM (L–SS identification task)</td>
<td>Continuous</td>
</tr>
<tr>
<td>PhonAw</td>
<td>PA</td>
<td>3DM (phoneme deletion task)</td>
<td>Continuous</td>
</tr>
<tr>
<td>RAN</td>
<td>RAN</td>
<td>3DM (RAN task)</td>
<td>Continuous</td>
</tr>
<tr>
<td>ProdVoc</td>
<td>Productive vocabulary</td>
<td>WISC-III (vocabulary)</td>
<td>Continuous</td>
</tr>
<tr>
<td>RecVoc</td>
<td>Receptive vocabulary</td>
<td>PPVT</td>
<td>Continuous</td>
</tr>
<tr>
<td>WorMem</td>
<td>Working memory</td>
<td>WISC-III (digit span reversed)</td>
<td>Continuous</td>
</tr>
<tr>
<td>VerSTMem</td>
<td>Verbal short-term memory</td>
<td>15 Words Test</td>
<td>Continuous</td>
</tr>
<tr>
<td>VerLTMem</td>
<td>Verbal long-term memory</td>
<td>15 Words Test (recall)</td>
<td>Continuous</td>
</tr>
<tr>
<td>VisConAb</td>
<td>Visuo-constructional abilities</td>
<td>WISC-III (block design)</td>
<td>Continuous</td>
</tr>
<tr>
<td>VisPer</td>
<td>Visual perception</td>
<td>GSO test</td>
<td>Continuous</td>
</tr>
<tr>
<td>IQ</td>
<td>Intelligence</td>
<td>WISC-III (similarities, information, comprehension, arithmetic, picture completion, picture arrangement, object assembly, substitution)</td>
<td>Continuous</td>
</tr>
<tr>
<td>Att</td>
<td>Attention</td>
<td>—</td>
<td>Binary</td>
</tr>
<tr>
<td>BirWei</td>
<td>Birth weight</td>
<td>—</td>
<td>Continuous</td>
</tr>
<tr>
<td>GestAge</td>
<td>Gestational age</td>
<td>—</td>
<td>Continuous</td>
</tr>
<tr>
<td>Sex</td>
<td>Gender (0 = girl, 1 = boy)</td>
<td>—</td>
<td>Binary</td>
</tr>
<tr>
<td>FamRisk</td>
<td>Family risk</td>
<td>—</td>
<td>Binary</td>
</tr>
<tr>
<td>MulLin</td>
<td>Multilingualism</td>
<td>—</td>
<td>Binary</td>
</tr>
<tr>
<td>GradeRet</td>
<td>Grade retention (after third grade)</td>
<td>—</td>
<td>Binary</td>
</tr>
<tr>
<td>SES</td>
<td>Income as proxy of SES</td>
<td>—</td>
<td>Continuous</td>
</tr>
<tr>
<td>IntProgr</td>
<td>Intervention progress – difference in word reading fluency scores prior to and after intervention</td>
<td>One-minute test</td>
<td>Continuous</td>
</tr>
</tbody>
</table>

3DM = Differential Diagnosis Dyslexia Maastricht Battery; GSO = Groninger School Onderzoek; L–SS = letter–speech sound; PA = phoneme awareness; PPVT = Peabody Picture Vocabulary Task; RAN = rapid automatized naming; SES = socioeconomic background; WISC-III = Wechsler Intelligence Scale for Children, third edition
Children were asked to replicate a two-dimensional pattern with one- or two-color (i.e., red and white) blocks within a specified time limit. Each item was scored on accuracy, with time bonus points awarded for faster performance. The score was computed as the sum of all items, with a maximum score of 64.

**Visual perception.** Visual perception was measured with a subtest from Groninger School Onderzoek (GSO) test (Kema & Kema-van Leggelo, 1987). For each item, four abstract figures were presented – two identical ones and two distractors. The children were asked to match the two identical figures, solving as many tasks as possible within a 5-min time limit. The score was defined as the number of correct items, with a maximum score of 50.

**Intelligence.** Intelligence was assessed with the WISC-III (Kort et al., 2002). As two standard subtests of the WISC-III were also used as proxies for other variables (i.e., block design for visuo-constructural abilities and vocabulary for productive vocabulary), these were removed from the total intelligence score as this would otherwise have led to spurious relations in the network. As a result, IQ was defined as the sum of the norm scores of the subtests: similarities, information, comprehension, arithmetic, picture completion, picture arrangement, object assembly, and substitution.

**Attention.** Attention was included as a binary variable. It reflected the judgement of parents whether their child had attention problems or not.

**Demographic and environmental indicators**

Birth weight (weight at birth, in grams) and gestational age (weeks of gestation) were included as continuous measures. Furthermore, gender, family risk for dyslexia (i.e., having a first-degree relative with dyslexia), multilingualism (i.e., the use of more than one language at home), and whether children had to retake a grade after birth weight (weight at birth, in grams) and gestational age (weeks of gestation) were included as continuous measures. Furthermore, gender, family risk for dyslexia (i.e., having a first-degree relative with dyslexia), multilingualism (i.e., the use of more than one language at home), and whether children had to retake a grade after these measures were removed from the total intelligence score as this would otherwise have led to spurious relations in the network. As a result, IQ was defined as the sum of the norm scores of the subtests: similarities, information, comprehension, arithmetic, picture completion, picture arrangement, object assembly, and substitution.

**Intervention training**

Children with dyslexia followed an intensive computer-assisted training program provided by a well-trained psychologist. The training comprised a weekly 45-min one-to-one training session and three 15-min training-at-home sessions. Dutch L-SS mappings were taught explicitly and consequently repeated intensively in order to obtain automatized L-SS associations. Regular L-SS correspondences were trained and, subsequently, irregular L-SS mappings were taught with increasing difficulty (i.e., first short vowels, then long vowels, then diphthongs). Children were asked to pronounce the displayed vowels and were then asked to identify the item by pressing the corresponding button on the screen. Errors were corrected by the tutor and by the computer screen following erroneous button presses. The total duration of the training was 40 sessions. For a more detailed description of the intervention program, we refer the reader to Tijms (2011) or Fraga González et al. (2015).

**Intervention data**

Intervention data were used to examine whether intervention progress moderated the network. Here, we considered moderation effects from a network perspective. However, the same effects could also be viewed from the perspective of running a regression on intervention outcome and testing the product interaction between all pairs of variables as predictors. As many children did not complete all 40 intervention sessions, intervention progress that was assessed halfway through the intervention period was used in this study. More specifically, a difference score between word reading fluency prior to and after approximately 20 intervention sessions was included in the network analysis as a moderator variable. Word reading fluency was measured with the Dutch version of the One-Minute Test (Een-Minuut Test; Brus & Voeten, 1973). In this test, children were asked to read as many words as possible within 1 min, from a list of 116 words of increasing difficulty. The score was defined as the number of words read correctly, with a maximum score of 116.

**Statistical analysis**

This data set was analyzed in R version 3.6.2 (R Core Team, 2019). Continuous variables were checked for normality and normalized using the non-paranormal transformation prior to network estimation, implemented in the huge package (version 1.3.4.1) (Jiang et al., 2020). The network analysis involved the following steps: (a) estimate the edges, (b) calculate node predictability, (c) visualize the network, (d) assess node centrality, and (e) assess edge weight accuracy. These steps are further described below for the two research questions separately.

The first research question aimed to examine the interrelations of various variables within the reading network. To this end, as our data set contained different types of variables (i.e., binary and continuous), the mgm package (version 1.2-11) was used to estimate a mixed graphical model (MGM) with only pairwise associations, as described in Haslbeck and Waldorp (2020). mgm estimates MGMS using a nodewise estimation approach with a penalty based on least absolute shrinkage and selection operator regularization (LASSO) ( Tibshirani, 1996). The strength of this penalty is controlled by a parameter λ , selected with the extended Bayesian information criterion (EBIC) (Haslbeck & Waldorp, 2020). The EBIC itself has a tuning parameter γ , which in practice controls the trade-off between sensitivity and precision, with a default of 0.25 (Haslbeck, Borsboom, & Waldorp, 2019). Typically, LASSO yields a parsimonious network in which small edges are shrunk to zero, hence only the most robust edges are presented. As spurious relationships are excluded, LASSO has a low likelihood of false positives (Krämer, Schäfer, & Boulesteix, 2009). Actual relationships that are present in the population may be omitted in the estimated network due to the applied penalization. Given the multivariate structure of dyslexia, some relations were expected to be small by nature and therefore more likely to be shrunk to zero. Therefore, to allow for recovering small edges in the model – particularly those between different domains – the γ value was set to 0 for the purpose of this study (note that γ = 0 makes the EBIC equal to the BIC; Schwarz, 1978). The nodewise regression approach returns two estimates for each pairwise interaction, which are combined into a single estimate using the AND rule, which sets an edge to be present only if both estimates are non-zero (Haslbeck & Waldorp, 2020). All continuous variables were scaled to a mean of 0 and standard deviation (SD) of 1 in...
order to avoid penalization of a given parameter depending on the SD of the associated variable (Haslbeck et al., 2019).

Node predictability – how well a node can be predicted by nodes it shares an edge with – was calculated for all the nodes in the network (Haslbeck & Waldorp, 2018). Specifically, we reported the proportion of explained variance for continuous variables and the accuracy (or proportion of correct classification) for binary variables.

The next step involved visualizing the estimated edges and the node predictability using the R-package qgraph (version 1.6.5) (Epskamp, Cramer, Waldorp, Schmittmann, & Borsboom, 2012), based on the Fruchterman–Reingold algorithm (Fruchterman & Reingold, 1991). As most of the measures were only collected during diagnostic assessment prior to intervention, this resulted in an undirected, weighted network that was based on cross-sectional data at a single time point. The network structure was analyzed with graph theory measures (i.e., centrality indices) using the centralityPlot function in the R-package qgraph (Epskamp et al., 2012). Three such measures are node strength, closeness, and betweenness – respectively, these quantify the number and strength of the connections of the node of interest, how many indirect connections a node has with other nodes, and how important a node is in the average path between two other nodes (Costantini et al., 2015). Finally, bootstrapping procedures were used to evaluate the edge weight accuracy of the estimated network. To ensure that the bootstrapped models were based on the same algorithm as the originally reported network model, the resample function implemented in the R-package mgm was used (Haslbeck & Waldorp, 2020). To investigate the robustness of our network obtained using $\gamma = 0$, the same estimation procedure was repeated with the default value of $\gamma = .25$ and estimations of the two networks were compared (see Supplementary Material Figure S1). We ran 100 bootstrapped samples and plotted the resulting sampling distribution of all edges, indicating the 5% and 95% quantiles of the sampling distribution and the proportion of estimates whose absolute values were larger than zero (see Supplementary Material Figure S2).

For the second research question, we aimed to examine whether the network of children that made progress during the reading interventions differed from those that did not. One way to do this was to split the data set into two subgroups – responders to intervention and non-responders. However, this required an arbitrary cutoff value at which the data would be split, and this implied that both networks had to be estimated on half the data, leading to reduced sensitivity to detect pairwise interactions and moderation effects (Haslbeck et al., 2019). Therefore, rather than dichotomizing our sample into responders versus non-responders, intervention progress was included as a continuous moderator to examine the moderating role of intervention progress on all individual edges of the reading network (i.e., three-way interactions) (Haslbeck et al., 2019). Only participants who received reading intervention were selected from the total sample. Intervention progress was defined as the difference between word reading fluency at the beginning of the intervention and after approximately 20 intervention sessions. The moderated network model was estimated using the R-package mgm, with intervention progress as the moderator (Haslbeck et al., 2019). Node predictability was calculated for all the nodes in the network (Haslbeck & Waldorp, 2018) and the reliability of estimates was examined (for full details, see Haslbeck et al., 2019).

Results

Sample characteristics

Missing data percentages across variables ranged from 1.77% to 44.60%. Excluding all participants with missing values on the selected variables through listwise deletion led to a final sample of 1,257 children (696 boys), aged between 85 and 158 months ($M = 114.00$, $SD = 14.42$) with scores on 28 variables for the general network. Selection of only children who had received reading intervention led to a sample of 806 children (434 boys), aged between 85 and 158 months ($M = 112.80$, $SD = 13.85$) with scores on 29 variables. Raw scores of all included continuous variables for both networks are provided in Table 2.

Network estimation led to the network presented in Figure 1. Each edge represents an undirected, statistical relationship, controlling for all other variables in the network. This means that edges do not imply causal relations but represent statistical relationships between variables, with stronger relationships being represented by thicker edges. In the case of relationships between two continuous variables, these can be interpreted as partial correlations. Absent edges do not imply that a variable is not marginally related to reading, but that a variable is not related given all the other variables in the network. Blue edges represent positive relations and red edges represent negative relations.

Based on visual inspection, the network featured a highly connected subpart comprising reading accuracy and fluency variables on the right-hand side of the network, with the strongest association between reading fluency for high- and low-frequency words (ReaFH and ReaFL, respectively). This indicates that children with high fluency for high-frequency words had, on average, higher scores on fluency for low-frequency words and vice versa. Although reading fluency in low-frequency words was connected to reading fluency in pseudowords, no direct edge appeared between fluency in high-frequency words and pseudowords. This relation was mediated by the fluency in low-frequency words and by RAN. In contrast, there did appear to be a direct relation between reading accuracy of high-frequency words and reading accuracy of pseudowords. Although all the reading accuracy variables were related to their reading fluency counterparts, edges between fluency and accuracy in the low- and high-frequency words appeared to be much smaller than the edge between reading fluency and accuracy in pseudowords.

RAN was positively connected to reading fluency in high-frequency words and pseudowords, but not to reading fluency in low-frequency words. Regarding the reading accuracy variables, only a negative association between rapid naming and reading accuracy in pseudowords emerged, meaning that children with higher automaticity in naming digits and letters were less accurate in reading nonexistent words and vice versa. Furthermore, RAN was positively associated with PA, visual perception and L–SS speed.

L–SS speed was found to have a large association with spelling fluency, which means that the children who were more fluent in identifying correct L–SS associations also were more fluent in spelling. Children that were more accurate in identifying L–SS associations were more accurate in spelling, but on average needed more time to spell words. These results are indicated by, respectively, the positive edge between L–SS accuracy and spelling accuracy and the negative edge between L–SS accuracy and spelling fluency. Simultaneously, L–SS accuracy was positively associated with reading accuracy in pseudowords, suggesting that children
who were better in accurately identifying corresponding letters and speech sounds were more accurate in decoding pseudowords and vice versa.

On the left-hand side of the network visualization, intelligence was strongly associated with productive vocabulary and visuo-constructional abilities. Only this latter variable was directly connected to either reading fluency or accuracy measures, more specifically to reading accuracy in pseudowords. The remainder of this intelligence-related subpart was only connected to reading accuracy and fluency through visual perception, spelling fluency, L–SS speed, and RAN. In addition, the network showed that children with lower intelligence were on average, less accurate in identifying correct L–SS accuracy. This latter association suggests that children with attentional problems are, on average, less accurate in identifying correct L–SS correspondences. Finally, some variables were disconnected from the network: SES, family risk and multilingualism.

Predictability estimates – how well a node could be predicted by the variables it shared an edge with – are shown in the general network (Figure 1). The proportions of explained variance and accuracy are reported for the continuous and binary variables, respectively. The highest predictability was observed for reading fluency measures (74.50%, 67.30%, and 66.10% for low-frequency words, high-frequency words, and pseudowords respectively). The lowest predictability was observed for family risk, multilingualism, and grade retention (all zero). In addition, low predictability appeared – girls were, on average, more accurate in reading high-frequency words. Gender was also related to attention, which in turn was directly related to L–SS accuracy. This latter association suggests that children with attentional problems are, on average, less accurate in identifying correct L–SS correspondences. Finally, some variables were disconnected from the network: SES, family risk and multilingualism.

### Table 2. Descriptive statistics for the total sample and the intervention subsample

<table>
<thead>
<tr>
<th></th>
<th>Total sample (N = 1,257)</th>
<th>Intervention sample (n = 806)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Range</td>
</tr>
<tr>
<td>Age</td>
<td>114.00 (14.42)</td>
<td>85.00–158.00</td>
</tr>
<tr>
<td>ReaFlH</td>
<td>31.85 (10.53)</td>
<td>2.00–60.00</td>
</tr>
<tr>
<td>ReaFlL</td>
<td>24.04 (9.94)</td>
<td>1.00–48.00</td>
</tr>
<tr>
<td>ReaFlP</td>
<td>14.03 (5.61)</td>
<td>1.00–50.00</td>
</tr>
<tr>
<td>ReaAccH</td>
<td>94.54 (7.59)</td>
<td>13.00–100.00</td>
</tr>
<tr>
<td>ReaAccL</td>
<td>88.08 (13.49)</td>
<td>13.00–100.00</td>
</tr>
<tr>
<td>ReaAccP</td>
<td>75.00 (18.36)</td>
<td>6.67–100.00</td>
</tr>
<tr>
<td>SpFl</td>
<td>4.26 (1.14)</td>
<td>2.00–10.00</td>
</tr>
<tr>
<td>SpAcc</td>
<td>63.67 (14.85)</td>
<td>14.81–98.15</td>
</tr>
<tr>
<td>LSSSpeed</td>
<td>2.42 (0.68)</td>
<td>1.00–9.56</td>
</tr>
<tr>
<td>LSSAcc</td>
<td>88.02 (10.08)</td>
<td>3.00–100.00</td>
</tr>
<tr>
<td>PhonAw</td>
<td>45.75 (23.96)</td>
<td>0.00–100.00</td>
</tr>
<tr>
<td>RAN</td>
<td>20.11 (5.33)</td>
<td>11.00–70.00</td>
</tr>
<tr>
<td>ProdVoc</td>
<td>30.93 (6.46)</td>
<td>8.00–54.00</td>
</tr>
<tr>
<td>RecVoc</td>
<td>113.60 (11.51)</td>
<td>57.00–196.00</td>
</tr>
<tr>
<td>WorMem</td>
<td>4.12 (1.24)</td>
<td>2.00–10.00</td>
</tr>
<tr>
<td>VerSTMem</td>
<td>11.22 (2.04)</td>
<td>4.00–15.00</td>
</tr>
<tr>
<td>VerLTMem</td>
<td>9.90 (2.28)</td>
<td>2.00–15.00</td>
</tr>
<tr>
<td>VisConAb</td>
<td>39.93 (10.31)</td>
<td>6.00–66.00</td>
</tr>
<tr>
<td>VisPer</td>
<td>34.16 (8.08)</td>
<td>3.00–50.00</td>
</tr>
<tr>
<td>IQ</td>
<td>80.97 (12.76)</td>
<td>31.00–114.00</td>
</tr>
<tr>
<td>BirWei</td>
<td>3474.00 (672.59)</td>
<td>1,050–8,450</td>
</tr>
<tr>
<td>GestAge</td>
<td>39.57 (2.10)</td>
<td>25.00–50.00</td>
</tr>
<tr>
<td>SES</td>
<td>2857.00 (1017.37)</td>
<td>1,100–10,000</td>
</tr>
<tr>
<td>IntProgr</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Intervention period (months)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Note: Children in the intervention sample were selected from the total sample. The intervention period depended on the number of sessions. It is therefore possible that children differed in the intervention period but received an equal number of intervention sessions.
implies that all other nodes together share nearly no variance with these variables.

Re-estimating the models with the more conservative $\gamma = 0.25$ led to nearly identical models (correlations of adjacency matrices $r > .98$). However, some associations disappeared (these were all small ones). In the more conservative model, attention was no longer associated with gender, intelligence, and L–SS accuracy. In addition, the association between visuo-constructional abilities and L–SS accuracy disappeared, and the latter was no longer associated with spelling fluency (see Supplementary Material Figure S1). Finally, the positive relation between L–SS accuracy and speed disappeared. As these associations did not appear when the network was estimated with a higher tuning parameter, these might be spurious and therefore should be interpreted with caution.

**Centrality**

For sake of completeness, node strength, closeness, and betweenness are reported as centrality indices. However, it should be noted that the meaning of closeness and betweenness is questionable in a psychological context given the more complex assumptions and the rather complicated interpretation of these two centrality measures (Bringmann et al., 2019). We therefore mainly focused our interpretations on node strength. The centrality plot for the general network is depicted in Figure 2, suggesting that nodes differed substantially in their centrality estimates. Reading fluency in low-frequency words, reading accuracy of pseudowords, and intelligence had the highest strength centrality score, whereas visual perception, visuo-constructional abilities, and gender had the highest closeness. Visuo-constructional abilities and intelligence were also the variables with the highest betweenness centrality score in the network, with reading accuracy in pseudowords as runner-up. The variables that were disconnected from the network (i.e., SES, family risk, and multilingualism) had the lowest strength and betweenness, implying that these did not play an important role in the constitution of the network structure.

To determine whether these estimates were interpretable, the accuracy of edge weights was estimated, in which we bootstrapped the model 100 times. The resulting sampling distribution is shown in Figure S2 of the Supplementary Material. Most edges were estimated reliably as they were included in all or nearly all of the 100 bootstrapped samples. However, we observed considerable variability in edge parameters across the bootstrapped models, hence individual edges and their order should be interpreted with care.

**Intervention network**

Children within the intervention sample were, on average, more fluent in reading after they attended the intervention program.
(intervention progress: $M = 9.84$, $SD = 6.62$). However, note that some children also read less fluently after reading intervention. Those who were severely hampered in fluent reading prior to intervention made the biggest progress. Including intervention progress as a moderator led to the network depicted in Figure 3. Compared with the general network (Figure 1), a large number of associations attenuated or disappeared. On the right-hand side of the network, the subpart comprising reading accuracy and fluency variables remained. In contrast to the general network, RAN was no longer associated with PA and L–SS speed. Moreover, L–SS and spelling fluency were no longer connected to the other variables in the network. Simultaneously, although better spelling accuracy was still associated with better PA and better L–SS accuracy, none of these three variables appeared to be associated with better reading performance. Further, no single edge between the subpart comprising intelligence-related measures and reading measures emerged, as the associations with the variables that funneled this relationship in the general network disappeared (visuo-constructional abilities and visual perception). No pairwise association between intervention progress and any other variable in the network appeared. In addition, no three-way interactions were found with intervention progress as the moderator.

The bootstrapped models evaluating the edge weight accuracy of the intervention network are shown in Figure S3 of the Supplementary Material. Again, most estimated edges were included in all or nearly all of the 100 bootstrapped samples and therefore estimated reliably. However, considerable variability in edge parameters was observed across the bootstrapped models, hence individual edges and their order should be interpreted with care.

**Discussion**

Typically, research on the etiology of dyslexia uses an approach based on a single core deficit (Astle & Fletcher-Watson, 2020). However, given the high number of children with dyslexia that remain hampered in fluent reading after intervention and the large inter-individual variability in intervention responses, one needs to take the multidimensional character of dyslexia into account. To further the understanding of how multiple factors interact in the context of reading disorders, this study explored links between cognitive, environmental, and demographic variables related to dyslexia by employing a network analysis using a large clinical database of 1,257 elementary school children (55.37% boys). To our knowledge, this study is the first to
elucidate the interrelations of various variables that are related to dyslexia using network techniques.

In accordance with approaches emphasizing the multidimensional character of developmental disorders (e.g., Astle & Fletcher-Watson, 2020; Cuthbert & Insel, 2010), our results revealed a complex network of multiple variables associated with different reading components. Based on visual inspection of variable centrality and interconnectedness, the general network suggested two subparts of the network – one comprising reading fluency and accuracy measures on the right-hand side of the network, and one comprising intelligence-related measures on the left-hand side of the network. Interestingly, our network showed that PA appeared to be especially important in accurate reading, whereas RAN was mostly involved in fluent reading, corroborating the notion that PA and RAN play a role in different phases in the developmental pathway toward skilled reading (Vaessen & Blomert, 2010; Verhagen, Aarnoutse, & van Leeuwe, 2008). Furthermore, RAN was functionally related to the automated convergence of visual and speech information as well as to visual processing, which are important in more advanced phases toward reading fluency (Vaessen & Blomert, 2010). In the next section, some findings are discussed in more detail.

In the general network, we found a subpart comprising reading fluency and accuracy measures, in which reading fluency in low-frequency words and reading accuracy in pseudowords were found to be the most central. Strong relations between L–SS measures and spelling performance emerged, suggesting that fluent and accurate L–SS identification underlies orthographic representations, which are needed in fluent and accurate spelling. However, it can be argued that the L–SS identification task and spelling task of the 3DM assessed similar processes, as both tasks tap L–SS mapping (Fraga González et al., 2015). As we did not find substantial associations between accuracy of L–SS mapping and reading fluency measures, our findings corroborate the notion that mere knowledge of L–SS associations does not necessarily lead to fluent reading (Blomert, 2011).

The phonological theory of dyslexia claims that PA – the ability to focus on and manipulate individual sounds in spoken words – is crucial for the establishment and automatization of L–SS correspondences, which in turn underlie accurate and fluent word recognition (Pennington et al., 2012). In our network, a moderate direct association between PA and L–SS accuracy was found, but no direct relation was found between PA and reading fluency. As mentioned earlier, our results suggest that PA supports decoding, especially in the early stages of reading development as only a...
direct edge between PA and reading accuracy in pseudowords appeared. These results align with previous studies that showed that PA is mainly related to reading accuracy and nonword reading (e.g., Allor, 2002; Verhagen et al., 2008).

In contrast, RAN appeared to be especially important in fluency measures, whereas associations with reading and spelling accuracy seemed to be limited after controlling for all other variables in the network. This is in line with the earlier findings of Vaessen and Blomert (2010), which showed that the shift from slow phonological decoding to fast automatic word recognition is accompanied by a cognitive shift in PA and RAN contributions. More specifically, they found that PA was especially important in beginning readers, whereas RAN was more important in experienced readers. Moreover, high-frequency words tend to become familiar more quickly than low-frequency words and pseudowords, leading to an earlier cognitive shift for high-frequency than for low-frequency words and pseudowords. Therefore, as our sample contained children of different ages, ranging from beginning to more experienced readers, the associations between PA and reading measures in high- and low-frequency words might be attenuated whereas these relations might be found when only beginning readers were included in the sample.

Previous research suggests that verbal memory is subsumed under PA, as both involve phonological processing. However, no association between verbal memory and PA emerged in the current network. In contrast, a relation between PA and working memory did appear. We found that the relation between working memory and reading was mediated by PA, which aligns with a recent study by Knoop-van Campen, Seger, and Verhoeven (2018), which showed that working memory predicted reading efficiency via its relationship with PA. It is postulated that this is particularly true for more difficult PA tasks, such as the phoneme deletion task that was used in this study. This is because phonological representations of children with dyslexia may be intact, but not their access to these representations (e.g., Ramus & Szenkovits, 2008). According to these findings, children with a better working memory will be better in tasks in which they have to consciously manipulate phonological units of words.

Previous evidence remains inconclusive as to whether reading and spelling skills are aspects of the same phenomenon or that they should be treated as distinct constructs (e.g., Ehri, 1997). As we found moderate associations between spelling accuracy and reading measures but no direct associations between spelling fluency and reading measures, our results suggest that spelling and reading rely on partly different processes. Although high correlations have been reported in previous research, these have been mainly found in opaque orthographies (e.g., English), in which letter–sound mappings are highly inconsistent. In contrast, in more transparent orthographies (e.g., Dutch), reading accuracy easily reaches close-to-ceiling levels, even in poor readers, making reading fluency the most sensitive measure to assess reading performance. The lack of a direct association between spelling measures and reading fluency aligns with clinical practice, where dissociations between spelling and reading fluency impairments have been reported (Moll, Kunze, Neuhoff, Bruder, & Schulte-Körne, 2014; Moll & Landerl, 2009; Wimmer & Mayringer, 2002).

No direct association between intelligence and reading fluency or accuracy emerged, suggesting that children with higher intelligence do not automatically read better or that children with low intelligence do not automatically read worse. These findings corroborate Stanovich’s (1996) earlier claim that there are no significant cognitive differences in fundamental cognitive processes that are the source of reading difficulties in children with high and low intelligence. This reflects the fierce criticism against the discrepancy criterion, in which diagnosis hinges upon normal intelligence. More specifically, according to the discrepancy criterion, differences between IQ and achievement are used to identify reading disabilities. In our network, we observed that the influence of intelligence is mediated by visual perception, suggesting that children with higher visual perceptual abilities tended to be faster in identifying the correct L–SS associations and were more fluent in selecting the correct letter during the spelling task. However, this relation may be mediated by an unmeasured variable, such as processing speed.

Children with better vocabulary knowledge were not characterized by better word reading skills, as no direct connection between vocabulary measures and reading accuracy or fluency emerged. This is in line with previous studies that only reported indirect effects of vocabulary on word reading skills (e.g., Torppa et al., 2010). In contrast, several studies have reported a correlation between preschool vocabulary and phonological awareness as well as later reading abilities (Cooper, Roth, Speece, & Schatschneider, 2002; Kim, Otaiba, Puranik, Folsom, & Gruelich, 2014), as an increase in vocabulary size may lead to better PA. These findings suggest that vocabulary is especially important in early reading development. Moreover, vocabulary knowledge seems to be especially related to reading comprehension (Quinn, Wagner, Petscher, & Lopez, 2015), which was not assessed in this study. Therefore, not finding an association between our reading measures and vocabulary might be explained by using an age range in which the role of vocabulary size is presumably limited and not including reading comprehension as a variable in the network.

Current interventions mainly comprise repeated reading practice and PA training, along with decoding strategies (Fraga González et al., 2015; Galuschka et al., 2014; Scammacca et al., 2015). Two major findings in intervention research are that (a) phonics instruction is effective, but mostly in improving reading accuracy (Galuschka et al., 2014; Torgesen et al., 2001) and (b) repeated reading trainings often fail to be effective in children with severe reading disabilities (Galuschka et al., 2014). Network theory predicts that targeting certain nodes within the network will lead to a cascading increase, or decrease, in nodes with which the targeted node shares an edge (Borsboom, 2017). According to the relations in our network, targeting PA and L–SS mappings mainly led to increased reading accuracy. For fluent reading, visual symbols need to be integrated with their corresponding speech sounds (Blomert, 2011; Žarić et al., 2014), in which a greater print–speech convergence (measured as spatial co-activation in brain areas) is correlated with better reading skills (Preston et al., 2016). This may explain why interventions that do not intensively address the automatization of L–SS integration (i.e., L–SS speed) result in a substantial number of children with reading difficulties that remain hampered in fluent reading (Torgesen et al., 2001). At the same time, our network results provide insights into why children fail to profit from repeated reading training when their reading deficit is mostly related to the PA subpart. Consequently, network analysis seems to be a powerful technique for developing more tailor-made intervention programs.

The relatively high comparable node predictability values for reading fluency measures in all three levels (i.e., high-frequency words, low-frequency words, and pseudowords) might indicate that these capture similar constructs or that these variables
measuring different concepts that strongly influence each other (Haslbeck & Fried, 2017). Nevertheless, high predictability values suggest that variables sharing an edge with a node explain a considerable amount of variance of the particular node that is not predicted by the intercept model (Haslbeck & Fried, 2017). Hence, intervening on neighboring variables might positively influence the particular node. Therefore, given that rapid naming is so closely related to reading fluency in the network, one could argue that reading interventions should include rapid naming training. However, although there is an abundance of evidence to show that RAN is one of the best predictors of reading fluency (Araújo et al., 2015), studies have failed to find a reliable impact on either RAN or reading measures after training RAN as an isolated component (Conrad & Levy, 2011; Fugate, 1997). In the framework of our network, RAN – or more generally the under-time-pressure mapping of print and speech information – should be trained in the context of connected reading variables in order to transfer to benefits in reading. This may explain why studies that trained an isolated component failed to find significant improvement in reading performance (Kirby et al., 2010; Pfost, Blatter, Artelt, Stanat, & Schneider, 2019). Incorporating under-time-pressure mapping of print and speech information in reading intervention may therefore be a line of research worth exploring (e.g., Pecini et al., 2019; Vander Stappen, Dricot, & Van Reybroeck, 2020). Another closely related variable was reading pseudowords. Interestingly, it was previously proposed to include pseudowords in remedial instruction in order to acquire better fluent reading skills (Falih, Nilvius, & Anvegård, 2015). In contrast, low predictability values (e.g., gender, attention, SES, and working memory) indicate that variables are strongly influenced by factors that are not included in the network. In this case, one would rather look for additional variables as intervening on low predictable variables is likely to be inefficient.

Heritability of dyslexia has been estimated at approximately 60% (Harlaar et al., 2005), making family risk of dyslexia (i.e., having a first-degree relative with dyslexia) an important predictor in developing atypical reading skills. However, in the present study, family risk did not seem to contribute to the other factors in the network. A potential explanation could be that family risk is particularly important in differentiating at-risk children from typically developing children before formal reading instruction starts, but that this predictive value disappears when children experience reading difficulties. Hence, as the current sample only comprised children with reading difficulties, the predictive value of family risk may have disappeared.

Including intervention progress as a continuous measure (i.e. the amount of progress made during reading intervention) led to a much sparser network compared with the general network. We did not find any association between intervention progress and any other variable in the network. In addition, how much a child progressed in intervention did not influence other pairwise relations in the network. In contrast to the general network, PA and L–SS speed were not connected to reading fluency measures. As current reading interventions mostly focus on PA and L–SS mapping (learning which alphabetic letters correspond to which speech sounds), one could argue that targeting these variables does not lead to better reading skills in these children according to the network. It is, however, important to note that the moderation model had roughly twice as many parameters as the pairwise model and the available sample size was leading to reduced sensitivity for picking up edges in the network (Haslbeck & Waldorp, 2020). This is evidenced by the fact that many pairwise interactions present in the pairwise-only model were set to zero. This allows for the possibility that moderation effects of a similar magnitude as those pairwise interactions may exist in the population but could not be recovered with the present sample size.

Core deficit versus multiple deficit?
The prevailing single-deficit theory has led to discussions in the field about the core deficit in dyslexia (e.g., PA vs. RAN or phonological deficit vs. L–SS integration deficit). Although evidence has shown that a single mechanism cannot be considered as the “core” of dyslexia (e.g., O’Brien & Yeatman, 2020), most evidence still originates from single-deficit studies that examine one component (Astle & Fletcher-Watson, 2020); therefore, relations between factors, especially those between different domains (e.g., cognitive, environmental), remain largely ununderstood. To this end, the current study employed a network analysis – a relatively new statistical technique that allows rapid visualization of regression parameters. We found that a variety of factors contributed to (a)typical reading development, though associated with different aspects of the reading process. Although RAN and PA seemed to play a dominant role in our network, these factors were influenced through different pathways and hence suggested that the same behavioral reading outcome may arise from several different loci (i.e., equifinality; Thomas, 2020). Our study points toward the complexity of the developing reading network, in which a single phonological deficit does not account for all the observed heterogeneity in individuals with dyslexia, thus supporting the modern multiple-deficit approach that moves beyond a core deficit. Our results replicated previous findings, such as the dominant role of PA and RAN in reading (Allor, 2002; Araújo et al., 2015; Verhagen et al., 2008), thereby validating our new network approach. Importantly, this study also provided insights into the differential associations between factors in the network and reading accuracy and fluency components, providing insights into why reading intervention fails to improve reading performance depending on children’s individual deficits. To this end, we believe that this study is an important first step toward studying the multivariate pattern of associations in dyslexia in order to inform the development of more efficient clinical assessments and personalized interventions (Ozernov-Palchik et al., 2016; Ziegler et al., 2020).

Limitations and future directions
Although this study provides important insights into the complex interactions within the reading network of children with dyslexia, some limitations need to be taken into account.

First, this study was limited by the collected variables. Since all reading-related variables were based on one test measure, the network may not be optimally representative. For example, a measure of phoneme deletion was included as a proxy of PA, whereas this variable should ideally be conceptualized much more broadly. Moreover, the strong association between variables may have been due to the measures being part of the same test battery – all reading fluency- and accuracy-related variables were measured with the 3DM reading test and visuospatial abilities, productive vocabulary, and working memory were all subtests of the WISC-III. Accordingly, most of the variables that were disconnected from the network were included as binary factors, such as family risk, attention, and multilingualism. However, these might provide more information when they are
not polarized but captured on a dimension, as polarization ignores significant variation within the variable. Likewise, SES was conceptualized as the mean disposable income per household, whereas SES is commonly conceptualized much broader, including parents’ education and/or occupation. This might explain why these variables did not reveal associations with the rest of the network. Moreover, in network science, there are no clear guidelines about whether to combine items in one node instead of keeping them separately. In this study, we thought it reasonable to model the three levels of reading fluency and accuracy (i.e., high-frequency words, low-frequency words, and pseudowords) as separate variables, as previous studies showed that the contribution of underlying cognitive processes was modulated by word frequency (Vaessen & Blomert, 2010).

Second, despite our large sample size, many participants had to be excluded since mgm is not able to deal with missing values, potentially decreasing the power of our analyses. Especially for the intervention network, this resulted in a relatively small sample size (n = 806), which made it unlikely to detect moderation effects as these tend to be quite small in observational studies in general (Haslbeck et al., 2019). We therefore chose to include intervention progress as a linear moderator rather than using a step function where the value at which the step occurs would be arbitrarily chosen and not estimated from the data (i.e., testing group differences between non-responders and responders), as this would have more power to detect small effects (but only if the true moderation effect is linear; Haslbeck et al., 2019).

Third, as our study was conducted in a clinical sample, our sample only included children with reading problems. Therefore, no strong claims can be made as to whether relationships differ between dyslexics and controls, although we believe that this study provides a comprehensive characterization of these factors for the dyslexic population.

Finally, most of the measures were only collected during diagnostic assessment prior to intervention. Hence, undirected networks were estimated that did not reveal the direction of the identified relationships. Future studies should employ a longitudinal design, which would allow examination of which nodes and edges are targeted by current interventions. Moreover, collecting data throughout reading development sheds a light on which risk and compensatory factors are important in the different phases toward skilled reading and how the relationships between variables change over time. In this way, one could also examine where differences occur between responders and non-responders or at which stage networks of dyslexic readers start to differ from typically developing readers, providing important insights for future interventions. In addition, other studies may consider including factors across different levels (e.g., neural and genetic factors) as complex interactions between genes, environment, brain, and behavior are far from understood in developmental disorders.

To sum up, this study is a first step in providing insights into the complex interactions within the reading network of children with dyslexia. We have shown that the network approach to psychopathology can be profitably used to study the multivariate pattern of associations in dyslexia, which is also applicable to other developmental disorders. Future research is needed to extend the current findings by including genetic and neurobiological data to obtain a comprehensive overview. Employing a time series approach may also offer important insights into the highly dynamic development of reading, offering a roadmap of paths that can be targeted in reading intervention.
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