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B. Carpenter ' s Proof of Taylor 's Theorem.

By R. F. MUIEHBAD.

The idea of the following proof was communicated to me some
years ago by Mr Edward Carpenter of Millthorpe, Derbyshire,
formerly Fellow of Trinity Half, Cambridge; who remarked that
it seemed to afford a demonstration of Taylor's Theorem which
came very naturally and directly from the definition of a differ-
ential coefficient. The chief difficulty seemed to arise in dealing
with the negligible small quantities which are produced in great
numbers. However, I found it not difficult to complete the proof
for the case when all the successive differential coefficients of f(x)
are finite and continuous.

I t occurred to me lately that this proof might interest the
Society: and it is here given with the addition of a modified proof
leading to an expansion in m terms with a remainder.

1. Iif(x) possesses a differential coefficient/'(.r), then

Lim f(x + h) -/(«--) _ r M
»-o h ~J W

that is
J\x + h)=J{x) + h/'(x) + ha1 (1)

where 04 is a quantity which vanishes with h.
Similarly

/ ' ( * +A) = / » + V " (*) + *«« (2)

f"(x + h)=f"(x) + /,f'"(x) + ha, (3)

and so on, a., a.t etc. being quantities which vanish with h.

Writing x + h for x in (1) we have

/ ( * + 2h) =/(x + h) + hf(x + h) + ha,'

where 0/ also vanishes with h; and hence, by (2)

f(x + 2h) =f{x) + 2h/'(x) + h'/"(x) + A(o, + a,') + h*a..

https://doi.org/10.1017/S0013091500001772 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091500001772


115

Repeating this process n times, we get

f{oc + nh) =f(x) + "G.hf'ix) + "CJiY"(x) + ...+ nCnh»f{x)

+ /i(a1 + a1' + a" + ...)+ h%a2 + ai' + . . . )+ ...+h"an (4)

where "Cr is the number of r combinations of n things, and the
number of the quantities ar, ar', ar"... is "Cr.

Now if 7] be the numerical value of the numerically greatest
of the quantities a, the sum of the terms in the 2nd line of {4) is

<rj(\ +h" -I) <rj(e'h-l).

Now write y for nh and (4) becomes

f(x + y)^/(x) + ^f(x) + ^=^/"(x) + ...

+ y ( y " ; t ) '" w
( r~" / n ( a : ) + * (5)

where « < ^(e" - 1).

It is clear that if we take any finite number of the terms of the
series (5), say m + 1, these terms will differ from the first m + 1 terms
of Taylor's Expansion of f(x + y) by a finite number of quantities
which vanish with h ; the sum of which we may denote by «',
a quantity which likewise vanishes with h.

If then Taylor's Expansion is absolutely convergent, it is clear that
the above investigation affords a complete proof of his Theorem. In
fact if R be the remainder after m +1 terms of Taylor's
Expansion, and L the corresponding remainder (excluding e)
of the expansion in (5), then each term of L is numerically less
than the corresponding term of R and L can be made less

than — when 8 is an arbitrary small finite quantity, by
o

taking m great enough, but still finite.

Thus from (5) we have

/(*+y) =/(*)+y-f (x) + !-,/"(*) + • • • + -£T /""(*) + L + e + *'•
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Now take m so that L < —

Then take n so that e<— and «'<—.
3 3

Thus /(* + y) =/(*) + yf'{x) +... + £ /" (*)

+ a quantity less than S.

This investigation will apply only when all the differential
coefficients of /{x) are finite and continuous, and Taylor's
Expansion an absolutely convergent series for all values of the
independent variable from x up to x + y.

2. In order to get a formula with a remainder after m terms,
m being any integer, without assuming anything about the differ-
ential coefficients after the m'* we may modify our procedure thus :—

Proceed as before until we get

fix + mh) =f{x) + •*Clhf'(x) + ...+ mOJtm/m(x)

. . . ) + A2(o., + a./ + . . . ) + . . . + hmam.

In taking the succeeding steps up to the «'*, proceed as before
except that the mth differential coefficient is Jeft unaltered each
time, when we are substituting for f(x + h),f'(x + h)... the values
given by (1), (2) ...

After the n'k step we have

J{x + nh) =J{x) + "C, hf'(x) + ...+ "C^A-1/—"(a)

+ "-IC«_IA-/1"(*) + "-•0m_1A"'/'"(^ + A) + .. .

+ MCB_1A
llt/'"(a! + n-m-1 h) + mGmh">fm(x + n - mh)

' + . . . ) + ...+A"*(ow+ ...) (6)

Here the number of the quantities a, is "C: and that of the
quantities ar is "0P. Hence if i; is the numerical value of the
numerically greatest a, the last line of (6) is

2h
i + ... +"CMhm} <»/{l + h" - l}<v(e"- 1)

where y = nh. Denoting the sum of these small terms by t, we
see that c is less than a quantity which vanishes with h.
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Again the sum of the coefficients of the terms which contain
differential coefficients of the m'h order is

- K V , + -'(>„_, + ... + - C , + - 1 C m _ I ) since - C . = "- '

and this is = "Cm. Multiplying it by hm we get

y(y-h)(y-2h)...(y-m- lh)jm !

which differs from ym/m! by a quantity f which vanishes with h.
Hence the terms in question are

! - 0 x a mean of the values/m(a;),/™(a; + h)... fm(x + y- mh).

This mean may obviously be written fm{x + 6y), where 6 is
a proper fraction, so that we have ymfm(x + Oy) + e where
«' = - £fm(x + 6y), a quantity which vanishes with h.

Again the first line of (6) differs from

by a quantity t" which also vanishes with h.

Now take n so large that e<-^-> (> <—> and «"<__ where
3 3 3

S is a finite quantity but may be as small as we please.

Thus . A y ) / ( ) a »

+ —[f
m{x + 6h) + a, quantity less than 8.
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