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Abstract

Let \( F(x) \) denote a distribution function in \( \mathbb{R}^d \) and let \( F^{*n}(x) \) denote the \( n \)th convolution power of \( F(x) \). In this paper we discuss the asymptotic behaviour of \( 1 - F^{*n}(x) \) as \( x \) tends to \( \infty \) in a certain prescribed way. It turns out that in many cases \( 1 - F^{*n}(x) \sim n(1 - F(x)) \). To obtain results of this type, we introduce and use a form of subexponential behaviour, thereby extending the notion of multivariate regular variation. We also discuss subordination, in which situation the index \( n \) is replaced by a random index \( N \).
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1. Introduction

Let \( F(x) \) denote a distribution function (DF) in \( \mathbb{R}^d \) with \( F(0^+) = 0 \) and \( F(x) < 1 \) for all \( x \in \mathbb{R}^d \). Let \( X, X_1, X_2, \ldots, X_n \) denote independent random vectors with common DF \( F(x) \). Let \( S(0) = 0 \) and, for \( n \geq 1 \), let \( S(n) = S(n-1) + X_n \). The marginal partial sums will be denoted by \( S_i(n), \) i.e. \( S(n) = (S^1(n), S^2(n), \ldots, S^d(n)) \).

Let \( N \) denote an integer-valued random variable independent of \( X \) with probability distribution \( P(N = n) = p_n \). The new random variable \( S(N) \) has DF

\[
W(x) = P(S(N) \leq x) = \sum_{n=0}^{\infty} p_n P(S(n) \leq x) = \sum_{n=0}^{\infty} p_n F^{*n}(x),
\]

where \( F^{*n}(x) \) denotes the \( n \)-fold convolution of \( F(x) \), \( F^{*0}(x) \) denoting the unit mass at 0. The DF \( W(x) \) is said to be subordinate to \( F(x) \) with subordinator \( \{p_n\} \). In the special case where \( P(N = n) = 1 \), we have \( W(x) = P(S(n) \leq x) = F^{*n}(x) \).

In a more general approach, let \( N = (N_1, N_2, \ldots, N_d) \) denote a vector of integer-valued random variables independent of \( X \). A new random variable \( S(N) \) is defined as follows:

\[
S(N) = (S^1(N_1), S^2(N_2), \ldots, S^d(N_d)).
\]

The DF of \( S(N) \) will be denoted by \( K(x) = P(S(N) \leq x) \).
In this paper we discuss the relation between the asymptotic behaviour of the tails of the distributions introduced above. From now on we use the shorthand notation $\overline{F} = 1 - F$. It turns out that, as in the univariate case, there are many cases in which $\overline{F}^{\ast}(x)$ asymptotically behaves like $n\overline{F}(x)$ and $\overline{W}(x)$ behaves like $E(N)\overline{F}(x)$. It also turns out that the asymptotic behaviour of $\overline{K}(x)$ is determined by that of $\overline{F}(x)$ and its marginals. To specify these relations, we present a form of multivariate subexponentiality.

The paper is organized as follows. In Section 2 we briefly recall some basic properties and definitions concerning univariate subexponential distributions and introduce multivariate subexponential DFs. In Section 3 we state our main results concerning the asymptotic behaviour of $\overline{F}^{\ast}(x)$, $\overline{W}(x)$, and $\overline{K}(x)$. In Section 4 we briefly discuss the relation with regular variation, and finish the paper with some applications and final remarks.

2. Subexponential distributions

2.1. Univariate subexponential distributions

In the one-dimensional case, let $F(x)$ denote the DF of a positive random variable $X$ such that $F(0+) = 0$ and $F(x) < 1$ for all $x \in \mathbb{R}$. We say that $F(x)$ is subexponential (written $F \in S$) if it satisfies $\lim_{x \to \infty} F^{\ast 2}(x)/\overline{F}(x) = 2$. It is well known that $F \in S$ implies that $\overline{F} \in L$, where $L$ denotes the class of positive, measurable functions $u(x)$ such that $\lim_{x \to \infty} u(x-y)/u(x) = 1$ for all $y \in \mathbb{R}$. The converse statement ($\overline{F} \in L$ implies $F \in S$) is false. Further basic properties can be found in, for example, [7], [8], [37], and [12]–[16]. A survey of results was given by Goldie and Klüppelberg in [18].

Extending the class $S$, Chistyakov [4] and Chover et al. [5], [6] introduced the class $S_\gamma$, $\gamma \geq 0$. We say that $F$ belongs to the class $S_\gamma$ if it satisfies the following properties.

- $f(s) = E(\exp(-sX)) < \infty$ for $s \geq -\gamma$.
- $\overline{F} \in L_\gamma$, where $L_\gamma$ denotes the class of positive, measurable functions $u(x)$ such that, as $x \to \infty$, $u(x-y)/u(x) \to \exp(\gamma y)$ for all $y \in \mathbb{R}$.
- $F$ satisfies $F^{\ast 2}(x)/\overline{F}(x) \to 2f(-\gamma)$ as $x \to \infty$.

The class $S$ is large and contains, for example, all DFs with regularly varying tails. For a review of regular variation, we refer the reader to the books of Bingham [3], Geluk and de Haan [17], and Seneta [35].

Note that $S_0 = S$ and that $L_0 = L$. The next result illustrates the use of subexponential distributions in the context of subordinated DFs in the univariate case.

**Lemma 1.** ([8], [16].) Let $P(z) = E(z^N)$ and $\gamma \geq 0$.

(i) Suppose that $P(z)$ is analytic at $z = 1$. Then $F \in S$ if and only if $\overline{W}(x)/\overline{F}(x) \to E(N)$ as $x \to \infty$, and both statements imply that $W \in S$.

(ii) Suppose that $P(z)$ is analytic at $z = f(-\gamma)$. If $F \in S_\gamma$ then $\overline{W}(x)/\overline{F}(x) \to P'(f(-\gamma))$ as $x \to \infty$ and $W \in S_\gamma$.

Lemma 1(i) shows that, for $F \in S$, we have $P(S(n) > x) \sim n P(X > x)$, i.e. the tail distribution of the partial sums $S(n) = \sum_{i=1}^{n} X_i$ asymptotically behaves like $n$ times the tail distribution of $X$. To prove a multivariate analogue of this result, we shall frequently use the following result concerning the classes $S$ and $S_\gamma$. The result is well known if $\gamma = 0$ and easily extends to cases where $\gamma > 0$. 
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Lemma 2. ([8], [14].) Let $F$, $G$, and $H$ denote the DFs of positive random variables and assume that $F \in S_\gamma$. Let $h(s)$ and $g(s)$ denote the Laplace–Stieltjes transforms of $H$ and $G$, respectively. If $\overline{G}(x)/\overline{F}(x) \to \alpha$ and $\overline{H}(x)/\overline{F}(x) \to \beta$ as $x \to \infty$, then

1. $G \ast H(x)/\overline{F}(x) \to \alpha h(-\gamma) + \beta g(-\gamma)$ as $x \to \infty$,
2. $\int_0^{x/2} \overline{G}(x-u) \, dH(u)/\overline{F}(x) \to \alpha h(-\gamma)$ as $x \to \infty$,
3. $G(x/2)H(x/2)/\overline{F}(x) \to 0$ as $x \to \infty$.

2.2. Multivariate subexponential distributions

To generalize the one-dimensional results we introduce several types of multivariate subexponential behaviour. For $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$, we set $x_{\min} = \min(x_1, x_2, \ldots, x_d)$. In [28] the following classes of DF were defined.

Definition 1. $F \in S(\mathbb{R}^d)$ if and only if

$$\lim_{t \to \infty} \frac{F^{n_2}(tx)}{F(tx)} = 2$$

for all $x > 0$ with $x_{\min} < \infty$. \hfill (1)

Definition 2. $F \in L(\mathbb{R}^d)$ if and only if

$$\lim_{t \to \infty} \frac{F(tx - a)}{F(tx)} = 1$$

for all $x > 0$ with $x_{\min} < \infty$ and all $a \geq 0$. \hfill (2)

Note that in (1) and (2) we assume that the marginals are subexponential and that the marginals are in class $L$, respectively. In [28] it was proved that $F \in S(\mathbb{R}^d)$ implies that $F \in L(\mathbb{R}^d)$. Moreover, these statements are almost equivalent, and the multivariate analogue of Lemma 1 holds.

Theorem 1. ([28].) (i) We have $F \in S(\mathbb{R}^d)$ if and only if $F \in L(\mathbb{R}^d)$ and the marginals, $F_i$, of $F$ are subexponential in $\mathbb{R}$.

(ii) If $F \in S(\mathbb{R}^d)$ and if $P(z) = \mathbb{E}(z^N)$ is analytic at $z = 1$, then

$$\lim_{t \to \infty} \frac{\overline{W}(tx - a)}{\overline{W}(tx)} = \mathbb{E}(N)$$

for all $x > 0$ with $x_{\min} < \infty$ and all $a \geq 0$.

By replacing the limits in (1) and (2), we extend the classes $S(\mathbb{R}^d)$ and $L(\mathbb{R}^d)$ in an obvious way.

Definition 3. $F \in S(\mathbb{R}^d, \alpha)$ if and only if

$$\lim_{t \to \infty} \frac{F^{n_2}(tx)}{F(tx)} = \alpha(x)$$

for all $x > 0$ with $x_{\min} < \infty$.

Definition 4. $F \in L(\mathbb{R}^d, \nu)$ if and only if

$$\lim_{t \to \infty} \frac{F(tx - a)}{F(tx)} = \nu(x, a)$$

for all $x > 0$ with $x_{\min} < \infty$ and all $a \geq 0$. 
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Definition 5. \( \mathcal{F} \in L^*(\mathbb{R}^d, \nu) \) if and only if
\[
\lim_{t \to \infty} \frac{F(tx - b - a)}{F(tx - b)} = \nu(x, a) \quad \text{for all } x > 0 \text{ with } x_{\min} < \infty \text{ and all } a, b \geq 0.
\]

Note that in Definitions 3–5 we assume that the marginals satisfy the same type of relation. For example, for the \( i \)th marginal \((i = 1, 2, \ldots, d)\), Definition 3 reads as follows: for all \( x_i > 0 \) we have
\[
\lim_{t \to \infty} F^*_i(tx_i) = \alpha_i(x_i).
\]
In a similar way, we will denote the limits for the marginals in Definitions 4 and 5 by \( \nu_i(x_i, a_i) \).

We use similar conventions in the definitions below.

2.3. Other normalizations

In our definitions, we consider limits along lines of the form \( tx \). Alternatively, we can discuss limits along curves of the form \( c(t) \ast x = (c_1(t)x_1, c_2(t)x_2, \ldots, c_d(t)x_d) \), where for each \( i \) we have \( c_i(t) \to \infty \) as \( t \to \infty \).

Definition 6. \( \mathcal{F} \in S^c(\mathbb{R}^d, \nu) \) if and only if
\[
\lim_{t \to \infty} \frac{F^*_c(c(t) \ast x)}{F(c(t) \ast x)} = \nu(x) \quad \text{for all } x > 0 \text{ with } x_{\min} < \infty.
\]

The class \( L^c(\mathbb{R}^d, \nu) \) can be defined in a similar way. In most parts of our paper, this definition brings nothing new; however, when we need more precise information related to the marginal distributions, Definition 6 may be useful (see Section 3.3, below).

Consider, for example, a DF of the form \( \tilde{F}(x, y) \approx F_1(x) + F_2(y) \), where \( F_1(x) \approx 1/x \) and \( F_2(y) \approx 1/y^2 \). In this case, we have \( \tilde{F}(tx - a, \sqrt{ty} - b) \to 1/x + 1/y^2 \) and \( \tilde{F} \in L^*(\mathbb{R}^2, \nu) \) with \((c_1(t), c_2(t)) = (t, \sqrt{t})\) and \( v = 1 \). We also have \( \tilde{F}(tx, \sqrt{ty}) \to y^2/(x + y^2) \).

For this example we also have \( t\tilde{F}(tx - a, ty - b) \to 1/x \) and \( \tilde{F} \in L(\mathbb{R}^2) \), in which case \( \tilde{F}(tx, ty) \to 1 \).

Remark 1. In [9] Cline and Resnick introduced and studied a form of multivariate subexponential distribution. Their approach is formulated in terms of vague convergence and uses point process arguments. Slightly adapted to our notation, in their definition of a class \( L \) Cline and Resnick assumed that \( \lim_{t \to \infty} t\tilde{F}(r(t) + a) = \nu(a) \) for all \( a, \) where \( r(t) = (r_1(t), r_2(t), \ldots, r_d(t)) \) and \( r_i(t) \to \infty, \quad i = 1, 2, \ldots, d, \) as \( t \to \infty \). The definition automatically implies that, for each marginal, we have
\[
\lim_{t \to \infty} t\tilde{F}_i(r_i(t) + a) = \nu_i(a) \quad \text{for almost all } a,
\]
and this relation determines the normalizing functions \( r_i(t) \). Moreover, if \( \nu_i(a) \neq 0 \) then
\[
\lim_{t \to \infty} \frac{\tilde{F}(r(t) + a)}{\tilde{F}(r_i(t) + a)} = v^*(a) \quad \text{for all } a,
\]
and this relation determines a relationship between the joint DF and one (or more) of the marginals. In our definition we do not make such an assumption at first. Only in the discussion of \( S(N) \) (see Section 3.3) do we have to make a similar assumption.
3. Main results

In this section we start to obtain some useful information about the limit function in Definitions 4 and 5. In Section 3.2 we determine the limit function in Definition 3. In Section 3.3 we discuss the multivariate analogues of Lemmas 1 and 2. In Section 3.4 we discuss random vectors of the form $(S_1(N_1), S_2(N_2))$.

3.1. The limit function $ν(x, a)$

In general it is hard to calculate $ν(x, a)$ explicitly. In the following lemma we obtain some characteristics of this limit function.

Lemma 3. (i) If $F \in L(R^d, ν)$ then $E(ν(x, X)) < ∞$.

(ii) If $F \in L^*(R^d, ν)$ then $ν(x, a) = \exp(\sum_{i=1}^d A_i(x)a_i)$ for some functions $A_i(x)$.

(iii) Suppose that $F \in L^*(R^d, ν)$ and that, for all $a \geq 0$, $b \geq 0$, and $x > 0$ with $x_{\min} < ∞$, $H$ satisfies

$$\lim_{t \to ∞} H(tx - a - b) = β(x, b)$$

for some real function $β(x, b)$. Then $β(x, a) = B(x)ν(x, a)$ for some function $B(x)$.

Proof. (i) If $F \in L(R^d, ν)$ then, for each marginal $F_i$, we have

$$\lim_{t \to ∞} F_i(tx - a) / F_i(tx) = ν_i(x, a)$$

for some limit function $ν_i$. Replacing $tx$ by $t$, we find that

$$\lim_{t \to ∞} F_i(tx - a) / F_i(t) = ν_i(x, a),$$

and we see that $ν_i(x, a) ≡ ν_i(a)$ is independent of $x$. From

$$F_i(x - a - b) = F_i(x - a - b) / F_i(x - a),$$

it follows that $ν_i(a + b) = ν_i(a)ν_i(b)$ and, consequently, that $ν_i(a) = \exp(λ(i)a)$ for some real number $λ(i) ≥ 0$. Therefore, we find that $F_i \in L^λ(i)$ for each marginal. For $ν(x, a)$ we have the following information. Using $F(x) ≤ \sum_{i=1}^d F_i(x_i)$ and $F_i(x_i) ≤ F(x)$, we have

$$\frac{F(tx - a)}{F(tx)} ≤ \sum_{i=1}^d \frac{F_i(tx_i - a_i)}{F_i(tx_i)}$$

and it follows that

$$ν(x, a) ≤ \sum_{i=1}^d ν_i(a_i) = \sum_{i=1}^d \exp(λ(i)a_i).$$

If $F \in S(R^d, a)$ and $F \in L(R^d, ν)$ then we find that $F_i \in S_{λ(i)}$ for each of the marginals, and the previous analysis shows that

$$E ν(x, X) ≤ \sum_{i=1}^d f_i(-λ(i)) < ∞,$$

where $f_i(s) = E(\exp(-sX_i))$. 


(ii) If $\mathcal{F} \in L^*({\mathbb{R}^d}, \nu)$, we use

$$
\overline{F}(tx - a - b) = \frac{\overline{F}(tx - a) - \overline{F}(tx - b)}{\overline{F}(tx - a) - \overline{F}(tx - b)}
$$

to find that $v(x, a + b) = v(x, a)v(x, b)$. By taking $a = (0, 0, \ldots, 0)$ and $b = (b, 0, 0, \ldots, 0)$, it follows that

$$
v(x, (a + b, 0, 0, \ldots, 0)) = v(x, (a, 0, 0, \ldots, 0))v(x, (b, 0, 0, \ldots, 0))
$$

and, consequently, that $v(x, (a, 0, 0, \ldots, 0)) = \exp(A_1(x)a)$ for some function $A_1(x)$. In a similar way we find, for the $i$th component, that

$$
v(x, (0, \ldots, a_i, \ldots, 0)) = \exp(A_i(x)a_i), \quad 1 \leq i \leq d.
$$

Finally, by using $a = (a_1, 0, 0, \ldots, 0) + (0, a_2, 0, \ldots, 0) + \cdots + (0, 0, \ldots, a_d)$, we find that

$$
v(x, a) = \exp\left(\sum_{i=1}^d A_i(x)a_i\right).
$$

(iii) We write

$$
\overline{H}(tx - a - b) = \frac{\overline{H}(tx - a) - \overline{H}(tx - b)}{\overline{H}(tx - a) - \overline{H}(tx - b)}
$$

to see that $\beta(x, a + b) = \beta(x, b)v(x, a)$. To complete the proof, now take $b = 0$.

3.2. Closure property

To prove a multidimensional analogue of Lemma 2, we need the following lemma, which extends [28, Proposition 3.8].

**Lemma 4.** (i) Let $U, V \in {\mathbb{R}^d}$ denote independent, nonnegative random vectors with DFs $G(\cdot)$ and $H(\cdot)$, respectively. Then, for all $x \geq 0$, we have

$$
1 - G * H(x) - J(1) - J(2) \leq \overline{G}(x/2)\overline{H}(x/2),
$$

where

$$
J(1) = \int_0^{x/2} \overline{H}(x - u) \, dG(u) \quad \text{and} \quad J(2) = \int_0^{x/2} \overline{G}(x - u) \, dH(u).
$$

(ii) Let $m < d$ and suppose that $U \in {\mathbb{R}^m}$ and $V \in {\mathbb{R}^d}$ are nonnegative, independent random vectors with DFs $G(\cdot)$ and $H(\cdot)$, respectively. Let $U^2 = (U, 0) \in {\mathbb{R}^d}$ and let $G^2(\cdot)$ denote its DF. Then, for all $x \in \mathbb{R}^d$ with $x \geq 0$, we have

$$
1 - G^2 * H(x) - J(1) - J(2) \leq \overline{G}(x_{(m)}/2)\overline{H}(x/2),
$$

where $x_{(m)} = (x_1, x_2, \ldots, x_m)$,

$$
J(1) = \int_0^{x/2} \overline{H}(x - u) \, dG^2(u), \quad \text{and} \quad J(2) = \int_0^{x/2} \overline{G}^2(x - u) \, dH(u).
$$
**Proof.** (i) Observe that

\[ J(1) = P(U \leq x/2) - P(U + V \leq x, U \leq x/2), \]
\[ J(2) = P(V \leq x/2) - P(U + V \leq x, V \leq x/2), \]

and \( G \ast H(x) = P(U + V \leq x) = P_1 + P_2 + P_3 + P_4, \) where

\[ P_1 = P(U + V \leq x, U \leq x/2, V \leq x/2), \]
\[ P_2 = P(U + V \leq x, \{U \leq x/2\}^c, V \leq x/2), \]
\[ P_3 = P(U + V \leq x, \{V \leq x/2\}^c, U \leq x/2), \]
\[ P_4 = P(U + V \leq x, \{V \leq x/2\}^c, \{U \leq x/2\}^c). \]

Using \( P(U + V \leq x, V \leq x/2) - P_2 = P_1 \) and \( P(U + V \leq x, U \leq x/2) - P_3 = P_1, \) we find that

\[ I = 1 - G \ast H(x) - J(1) - J(2) = 1 - P(V \leq x/2) - P(U \leq x/2) + P_1 - P_4. \]

Since \( P_1 = P(U \leq x/2, V \leq x/2) = P(U \leq x/2) P(V \leq x/2), \) it follows that

\[ I = \frac{1}{2} \int_{x/2}^{2} \int_{x/2}^{2} \cdot \frac{1}{2} \int_{x/2}^{2} dG(u) \]

and

\[ J(2) = \frac{1}{2} \int_{x/2}^{2} \int_{x/2}^{2} \cdot \frac{1}{2} \int_{x/2}^{2} dH(u). \]

Now we come to the main result of this section. Let \( X \in \mathbb{R}^d \) denote a nonnegative random vector with DF \( F(x) \), and let \( U \) and \( V \) denote nonnegative random vectors with respective DFs \( G \) and \( H \) as in Lemma 3. We impose the following conditions.

(C1) For some real function \( \nu \), we have \( \overline{F}(x) \in L(\mathbb{R}^d, \nu). \)

(C2) The marginals, \( F_t, \) of \( F \) satisfy \( F_t(x) \in S_\nu(t) \).

(C3) For all \( a \geq 0, \) all \( x > 0 \) with \( x_{\text{min}} < \infty, \) and some real function \( \alpha, \) we have

\[ \lim_{t \to \infty} \frac{G^t(tx - a)}{F(tx)} = \lim_{t \to \infty} \frac{G(t(x_{\text{min}}) - a_{\text{min}})}{F(tx)} = \alpha(x, a_{\text{min}}). \]

(C4) For all \( a \geq 0, \) all \( x > 0 \) with \( x_{\text{min}} < \infty, \) and some real function \( \beta, \) we have

\[ \lim_{t \to \infty} \frac{H(tx - a)}{F(tx)} = \beta(x, a). \]
Note that (C3) and (C4) imply that, for the marginals of $H$ and $G$, we have
\[
\lim_{t \to \infty} \frac{G_i(tx - a)}{F_i(tx)} = C_i \exp(\lambda(i)a) = \alpha_i(a), \quad 1 \leq i \leq m,
\]
and
\[
\lim_{t \to \infty} \frac{H_i(tx - a)}{F_i(tx)} = C'_i \exp(\lambda(i)a) = \beta_i(a), \quad 1 \leq i \leq d,
\]
where $C_i$ and $C'_i$ are nonnegative constants.

In the next theorem we provide conditions under which (C3) and (C4) imply that $G \ast H$ satisfies a relation of the same form. First we consider the case where $U, V \in \mathbb{R}^d$ (meaning $G = G \circ V$).

**Theorem 2.** (i) Suppose that $m = d$ and that (C2)–(C4) hold. Then, for all $a \geq 0$ and all $x > 0$ with $x_{\min} < \infty$, we have
\[
\lim_{t \to \infty} \frac{G \ast H(tx - a)}{F(tx)} = E(\alpha(x, a + V)) + E(\beta(x, a + U)).
\]

(ii) For vectors of different dimensions, we find that if (C2)–(C4) hold then, for all $a \geq 0$ and all $x > 0$ with $x_{\min} < \infty$, we have
\[
\lim_{t \to \infty} \frac{G \circ H(tx - a)}{F(tx)} = E(\alpha(x, a(m) + V(m))) + E(\beta(x, a + (U, 0))).
\]

**Proof.** (i) The proof is based on Lemma 3. Let $z = tx - a$ with $t$ large. We start with the term $G(z/2)H(z/2)$. We have $G(z/2) \leq \sum_{i=1}^d G_i(z_i/2)$. Using (C3), we obtain $G(z/2) = O(1) \sum_{i=1}^d F_i(tx_i/2)$. In a similar way, using (C4), we have $H(z/2) = O(1) \sum_{i=1}^d F_i(tx_i/2)$. From (C2) and Lemma 2, we also have $F_i(tx_i/2) = o(1) \sqrt{F_i(tx_i)}$. Using $F_i(tx_i) \leq F(tx_i)$ we readily find that $G(z/2)H(z/2) = o(1)F(tx)$. Then, applying Lemma 3, we obtain
\[
\lim_{t \to \infty} \left( \frac{G \ast H(tx - a)}{F(tx)} - \frac{J(1)}{F(tx)} - \frac{J(2)}{F(tx)} \right) = 0.
\]

Now we deal with the term
\[
T(1) = \frac{J(1)}{F(tx)} = \int_0^{z/2} \frac{H(z - u)}{F(tx)} \, dG(U).
\]

We note the following facts.

1. Using (C4), we have $\lim_{t \to \infty} H(z - u)/F(tx) = \beta(x, a + u)$.

2. Using $H(z - u) \leq \sum_{i=1}^d H_i(z_i - u_i)$ and $F_i(tx_i) \leq F(tx)$, we have
\[
\frac{H(z - u)}{F(tx)} 1_{[0 \leq u \leq z/2]} \leq \sum_{i=1}^d A_i,
\]
where
\[
A_i = \frac{H_i(z_i - u_i)}{F_i(tx_i)} 1_{[0 \leq u_i \leq z_i/2]}.
\]
3. Using (C4) for the marginals, as $t \to \infty$ we have
   \[ A_t \to \beta_i(a_i + u_i) = \beta_i(a_i) \exp(\lambda(i)u_i)1_{[0 \leq u_i < \infty]}. \]

4. For the integral $T_i(1) = \int_0^{z_i/2} A_t \, dG(a)$, we have
   \[ T_i(1) = \int_0^{z_i/2} \frac{H_i(z_i - u_i)}{F_i(t_i)} \, dG_i(u_i), \]
   whence
   \[ T_i(1) = \frac{F_i(tx_i - a_i)}{F_i(t_i)} \int_0^{x_i/2} \frac{H_i(z_i - u_i)}{F_i(z_i)} \, dG_i(u_i). \]
   Using $F_i \in S(\lambda_i)$ and Lemma 2, we obtain
   \[ T_i(1) \to \exp(\lambda(i)a_i)\beta_i(0)g_i(-\lambda(i)) = \beta_i(a_i)g_i(-\lambda(i)). \]
   where $g_i(s) = E(\exp(sU_i))$. Now note that
   \[ \beta_i(a_i)g_i(-\lambda(i)) = \int_0^{\infty} \beta_i(a_i) \exp(\lambda(i)u_i) \, dG_i(u_i). \]

From Pratt’s extension of Lebesgue’s theorem on dominated convergence (see [31] or [20]), we conclude that
\[ T(1) \to \int_0^{\infty} \beta(x, a + u) \, dG(u) = E(\beta(x, a + U)). \]

We can treat the term corresponding to $J(2)$ in a similar way. The result follows.

(ii) The proof is similar to that of part (i).

3.3. The asymptotic behaviour of $W$ and $F^*n$

In the special case where $G = H$, Theorem 2 gives
   \[ \lim_{t \to \infty} \frac{H * H(tx - a)}{F(tx)} = 2 E(\beta(x, a + V)) = \beta_2(x, a). \]

Now note that $H * H$ is the DF of $V_1 + V_2$, where $V_1$ and $V_2$ are independent copies of $V$.

Using Theorem 2 again, but now with $G = H * H$, we find that
   \[ \lim_{t \to \infty} \frac{H^*N(tx - a)}{F(tx)} = E(\beta_2(x, V + a)) + E(\beta(x, a + V_1 + V_2)) = \beta_3(x, a). \]

By continuing in this way, we obtain the following corollary.

**Corollary 1.** Suppose that (C2) and (C4) hold. Then, for all $n \geq 2$, we have
   \[ \lim_{t \to \infty} \frac{H^*n(tx - a)}{F(tx)} = \beta_n(x, a), \]
   where $\beta_1(x, a) = \beta(x, a)$, $\beta_2(x, a) = 2 E(\beta(x, a + V_1))$, and
   \[ \beta_{n+1}(x, a) = E(\beta_n(x, V + a)) + E(\beta(x, a + V_1 + V_2 + \cdots + V_n)). \]
Lemma 3 can be used to simplify this result. We replace (C4) by the following condition.

(C5) Assume that $F \in L^\infty(\mathbb{R}^d, \nu)$ and that, for all $a \geq 0, b \geq 0$, and $x > 0$ with $x_{\min} < \infty$, we have
$$
\lim_{t \to \infty} \frac{H(tx - a - b)}{F(tx - a)} = \beta(x, b)
$$
for some function $\beta$.

According to Lemma 3, we have $\beta(x, b) = B(x)\nu(x, b)$.

For the limit functions $\beta_n$ appearing in Corollary 1, we find that
$$
\beta_1(x, a) = B(x)\nu(x, a), \quad \beta_2(x, a) = 2B(x)\nu(x, a) E(\nu(x, V)).
$$

Because of independency,
$$
E(\beta(x, a + V_1 + V_2 + \cdots + V_n)) = B(x)E^n(\nu(x, V)), \quad n \geq 2.
$$

It follows that
$$
\beta_{n+1}(x, a) = E(\beta_n(x, V + a)) + B(x)\nu(x, a) E^n(\nu(x, V)).
$$

By induction on $n$ we find that
$$
\beta_n(x, a) = n B(x) \nu(x, a) E^{n-1}(\nu(x, V)), \quad n \geq 1.
$$

We summarize our findings in the following result.

**Corollary 2.** Suppose that $F \in L^\infty(\mathbb{R}^d, \nu)$ and that (C2) and (C5) hold. Then, for all $n \geq 1$, we have
$$
\lim_{t \to \infty} \frac{H^n(tx - a)}{F(tx)} = n B(x) \nu(x, a) E^{n-1}(\nu(x, V)).
$$

In the next result we generalize Theorem 1. We use the notation $v_n(x, a)$, similar to $\beta_n(x, a)$ in Corollary 1. As in the introduction, $N$ denotes an integer-valued random variable with probability distribution $p_n = P(N = n)$.

**Theorem 3.** (i) If (C1) and (C2) hold then, for all $x > 0$ with $x_{\min} < \infty$ and all $a \geq 0$, we have
$$
\lim_{t \to \infty} \frac{W^n(tx - a)}{F(tx)} = v_n(x, a), \quad n \geq 2.
$$

(ii) If, for all $i = 1, 2, \ldots, d$, $P(z) = E(z^N)$ is analytic at $f_i(-\lambda(i))$, then, for all $x > 0$ with $x_{\min} < \infty$ and all $a \geq 0$, we have
$$
\lim_{t \to \infty} \frac{W(tx - a)}{F(tx)} = \sum_{n=1}^{\infty} p_n v_n(x, a).
$$

(iii) If also $F \in L^\infty(\mathbb{R}^d, \nu)$ then, for all $x > 0$ with $x_{\min} < \infty$ and all $a \geq 0$, we have
$$
\lim_{t \to \infty} \frac{W(tx - a)}{F(tx)} = v(x, a) P'(E(\nu(x, x))).
$$
Proof. Only (ii) needs an explicit proof. First observe that
\[ W(tx - a) = \sum_{n=1}^{\infty} p_n F^{*n}(tx - a). \]

To apply Lebesgue’s theorem on dominated convergence, note that
\[ F^{*n}(tx - a) \leq d \sum_{i=1}^{d} F_{i}^{*n}(tx_i - ai). \]

It is well known that, since \( F_i \in S_{\lambda(i)} \) for each \( \varepsilon > 0 \), we can find constants \( u_i, v_i > 0 \) such that
\[ F_{i}^{*n}(tx_i - ai) \leq u_i (f_i(-\lambda(i)) + \varepsilon)^n F_{i}(tx_i), \quad t > v_i. \]

It follows that we can find constants \( u, v > 0 \) such that
\[ F^{*n}(tx - a) \leq u \sum_{i=1}^{d} (f_i(-\lambda(i)) + \varepsilon)^n F_{i}(tx), \quad t > v. \]

Part (ii) now follows from Lebesgue’s theorem on dominated convergence.

### 3.4. Two-dimensional subordination

In the previous sections we investigated \( F^{*n} \) and \( W \) under a variety of conditions. In this section we consider random vectors of the form
\[ S(N) = (S^1(N_1), S^2(N_2), \ldots, S^d(N_d)) \]
and study the asymptotic behaviour of \( K \), where \( K(x) = P(S(N) \leq x) \).

For simplicity, we restrict our attention to the two-dimensional case. To start our analysis, consider independent, identically distributed copies, \( Z_1 = (X_1, Y_1), Z_2 = (X_2, Y_2), \ldots, Z_n = (X_n, Y_n) \), of \( Z = (X, Y) \). Taking partial sums, we define
\[ F_{m,n}(x, y) = P\left( \sum_{i=1}^{m} X_i \leq x, \sum_{i=1}^{n} Y_i \leq y \right). \]

For \( n = 0 \) and \( m \geq 1 \), we define \( F_{0,m}(x, y) = P(\sum_{i=1}^{m} Y_i \leq y) = F_{2}^{*m}(y) \) and \( F_{m,0}(x, y) = P(\sum_{i=1}^{m} X_i \leq x) = F_{1}^{*m}(x) \). Finally, we set \( F_{0,0}(x, y) = 1 \). Note that \( F^{*n}(x, y) = F_{n,n}(x, y) \). Theorem 4 shows that if (C1) and (C2) hold, then
\[ \frac{F_{n,n}(tx - a, ty - b)}{F(tx, ty)} \to \nu_n((x, y), (a, b)). \]

In the next result we consider \( F_{m,n}(x, y) \). To prove the result we need the following additional assumption.

(C6) For \( i = 1, 2 \), there exist real functions \( D_i(x, y) \) such that, for all \( (x, y) > (0, 0) \) with \( \min(x, y) < \infty \), we have
\[ \frac{F_{i}(tx)}{F(tx, ty)} \to D_i(x, y). \]
Proposition 1. Suppose that $F \in L^*(\mathbb{R}^2, v)$ and that (C2) and (C6) hold. Then

$$\lim_{t \to \infty} \frac{1 - F_{m,n}(tx - a, ty - b)}{F(tx, ty)} = L(m, n), \quad m, n \geq 1,$$

where $L(m, n)$ will be determined in the proof of the result.

Proof. Suppose that $m > n$ and set

$$V = \left( \sum_{i=1}^n X_i, \sum_{i=1}^n Y_i \right)$$

and

$$(U, 0) = \left( \sum_{i=n+1}^m X_i, 0 \right)$$

with DFs $H = F^{nm}(x, y)$ and $G(x, y)$, respectively. Clearly $F_{m,n}(tx - a, ty - b) = G \ast H(tx - a, ty - b)$.

For the vector $V$, conditions (C1) and (C2) show that

$$\frac{H(tx - a, ty - b)}{F(tx, ty)} \to v_n((x, y), (a, b)).$$

To treat $G(\cdot, \cdot)$, note that

$$G(x, y) = P \left( \sum_{i=n+1}^m X_i \leq x, 0 \leq y \right) = F_1^{*(m-n)}(x)$$

and that $\overline{G}(x, y) = F_1^{*(m-n)}(x)$. Using (C2), the univariate results show that

$$\lim_{x \to \infty} \frac{\overline{G}(x, y)}{F_1(x)} \to (m - n) \delta_1^{m-n-1},$$

where $\delta_1 = f_1(-\lambda(1))$. It follows that

$$\lim_{t \to \infty} \frac{\overline{G}(tx - a, ty - b)}{F_1(tx)} \to (m - n) \delta_1^{m-n-1} c_1(a),$$

where $c_1(a) = \exp(\lambda(1)a)$. Using (C6), we find that

$$\lim_{x \to \infty} \frac{\overline{G}(tx - a, ty - b)}{F(tx, ty)} \to (m - n) \delta_1^{m-n-1} c_1(a) D_1(x, y).$$

Theorem 2 now yields

$$1 - F_{m,n}(tx - a, ty - b) \to L_1(m, n), \quad m > n,$$

where

$$L_1(m, n) = (m - n) \delta_1^{m-n-1} D_1(x, y) E \left[ c_1 \left( a + \sum_{i=1}^n X_i \right) \right]$$

$$+ E \left[ v_n \left( (x, y), (a + \sum_{i=n+1}^m X_i, b) \right) \right].$$
In a similar way, for \( n > m \) we find that

\[
1 - F_{m,n}(tx - a, ty - b) \rightarrow L_2(m, n), \quad n > m,
\]

where

\[
L_2(m, n) = (n - m)\delta_2^{n-m} D_2(x, y) E\left(c_2\left(b + \sum_{i=1}^{m} y_i\right)\right)
\]

\[+ E\left(v_m\left((x, y), (a, b + \sum_{i=m+1}^{n} y_i)\right)\right).\]

In order to simplify the complicated expressions for \( L_1(m, n) \) and \( L_2(m, n) \), first observe that \( c_1(a) = \exp(\lambda(1)a) \). It follows that

\[
E\left(c_1\left(a + \sum_{i=1}^{n} X_i\right)\right) = c_1(a) E^n(\exp(\lambda(1)X)) = c_1(a)\delta^n_1.
\]

In a similar way we find that \( E(c_2(b + \sum_{i=1}^{m} y_i)) = c_2(b)\delta^m_2 \). To simplify the second term in the formula for \( L_1 \) we use the fact that \( F \in L^*(\mathbb{R}^2, \nu) \) and the relation \( \nu(x, a+b) = \nu(x, a)\nu(x, b) \).

Earlier (see Corollary 2) we found that

\[
v_n((x, y), (a, b)) = n\nu((x, y), (a, b)) E^{n-1}(\nu((x, y), (X, Y))), \quad n \geq 1.
\]

Using this relation, we find that

\[
E\left(v_n\left((x, y), (a + \sum_{i=n+1}^{m} X_i, b)\right)\right)
\]

\[= n\nu((x, y), (a, b)) E^{n-1}(\nu((x, y), (X, Y))) E^{m-n}(\nu((x, y), (X, 0))).\]

In a similar way we find that

\[
E\left(v_m\left((x, y), (a, b + \sum_{i=m+1}^{n} y_i)\right)\right)
\]

\[= m\nu((x, y), (a, b)) E^{m-1}(\nu((x, y), (X, Y))) E^{n-m}(\nu((x, y), (0, Y))).\]

If \( F \in L(\mathbb{R}^2) \) we can simplify even more, to obtain

\[
L_1(m, n) = (m - n)D_1(x, y) + n \quad \text{and} \quad L_2(m, n) = (n - m)D_2(x, y) + m.
\]

**Corollary 3.** If \( F \in L(\mathbb{R}^2) \) and satisfies (C2) and (C6), then

\[
\lim_{t \to \infty} \frac{1 - F_{m,n}(tx - a, ty - b)}{F(tx, ty)} = L(m, n), \quad m, n \geq 1,
\]

where

\[
L(m, n) = \begin{cases} 
(m - n)D_1(x, y) + n, & m \geq n, \\
(n - m)D_2(x, y) + m, & n \geq m.
\end{cases}
\]
We now use this result in the context of random sums of random vectors. Let \((N_1, N_2)\) denote a pair of integer-valued random variables independent of \((X, Y)\). The DF of the random vector \((S_1(N_1), S_2(N_2))\) is given by

\[
G(x, y) = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} P(N_1 = m, N_2 = n)F_{m,n}(x, y).
\]

We have

\[
K(x, y) = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} P(N_1 = m, N_2 = n)(1 - F_{m,n}(x, y)).
\]

Following the proof of Theorem 3(ii), we obtain the following result.

**Theorem 4.** Suppose that \(F \in L^*(\mathbb{R}^2, \nu)\) and satisfies (C2) and (C6). Suppose that \(E(z^{N_i})\) is analytic at \(z = f(-\lambda(i))\) for \(i = 1, 2\). Then

\[
\lim_{t \to \infty} \frac{K(tx - a, ty - b)}{F(tx, ty)} = E(L(N_1, N_2)).
\]

As a special case we have the following result.

**Corollary 4.** Suppose that \(F \in L(\mathbb{R}^2)\) and satisfies (C2) and (C6). Suppose that \(E(z^{N_i})\) is analytic at \(z = 1\) for \(i = 1, 2\). Then

\[
\lim_{t \to \infty} \frac{K(tx - a, ty - b)}{F(tx, ty)} = E(L(N_1, N_2))
\]

with

\[
E(L(N_1, N_2)) = D_1(x, y) E((N_1 - N_2)^+) + D_2(x, y) E((N_2 - N_1)^+) + E(\min(N_1, N_2)),
\]

where \(N^+ = \max(0, N)\).

### 4. Relation with multivariate regular variation

In the univariate case, we can prove that regular variation of \(F\) implies that \(F \in S\) and that \(\overline{F} \in L\). In the multivariate case, a similar result holds. The following classes of functions have been introduced and studied by Stam [36], Resnick [32], Omey [25], [26], and de Haan et al. [10], [11].

In what follows, for \(i = 1, 2, \ldots, d\) we assume that \(c_i(t) \in RV(\alpha_i), \alpha_i > 0\), and we let \(h(t)\) denote a positive, measurable function. Let \(u: \mathbb{R}^d \to \mathbb{R}\) and, as before, let \(c \ast x = (c_1(t)x_1, c_2(t)x_2, \ldots, c_d(t)x_d)\). Recall that \(f(x) \in RV(\alpha)\), the class of functions that are regularly varying with index \(\alpha\), if and only if \(\lim_{t \to \infty} f(tx)/f(t) = x^\alpha\) for all \(x > 0\).

**Definition 7.** Let \(x\) denote a positive, \(d\)-dimensional random vector with DF \(F(x)\) and let \(h(t) \in RV(-\beta)\) for some \(\beta \geq 0\). If \(\beta = 0\), also assume that \(h(t) \to 0\). In this case, we say that \(\overline{F}(x) \in RVF(c, h)\) if, for all \(x > 0\) with \(x_{\min} < \infty\), we have

\[
\lim_{t \to \infty} \frac{\overline{F}(c(t) \ast x)}{h(t)} = \mu(x) < \infty.
\]
Since $\mathcal{F}(x)$ is monotone, the limit function $\mu(x)$ is continuous and the convergence is locally uniform in $x$ (see [26, p. 17]). It follows that
\[
\lim_{t \to \infty} \frac{\mathcal{F}(c(t) \ast x - a)}{h(t)} = \mu(x) < \infty
\]
for all $x > 0$ with $x_{\min} < \infty$ and all $a \geq 0$. If $\mu(x) > 0$ then $\mathcal{F}(x) \in L^c(\mathbb{R}^d, \nu = 1)$. If $c_i(t) = t$, $i = 1, 2, \ldots, d$, then the following result, proved by Omey [27], holds. If $\mu(x) > 0$ then the result follows from Theorem 5.

**Theorem 5.** Suppose that $h(t) \in RV(-\beta)$ for some $\beta > 0$ and suppose that $\mathcal{F}(x) \in RVF(c, h)$ with limit function $\mu(x)$.

(i) for all $n \geq 1$ and all $x > 0$ with $x_{\min} < \infty$, we have
\[
\lim_{t \to \infty} \frac{\mathcal{F}^{\ast n}(c(t) \ast x)}{h(t)} = n \mu(x).
\]
(ii) If $P(z)$ is analytic at $z = 1$ then, for all $x > 0$ with $x_{\min} < \infty$, we have
\[
\lim_{t \to \infty} \frac{\mathcal{W}(c(t) \ast x)}{h(t)} = E(N) \mu(x).
\]

**Remarks 3.** (i) As an alternative, we can work with the ‘tail’ $P(X > x)$ and define regular variation by assuming that
\[
\lim_{t \to \infty} \frac{P(X > tx)}{h(t)} = \lambda(x) < \infty \quad \text{for all } x \geq 0 \text{ with } \max(x_i) > 0.
\]
Again convergence is locally uniform and if $\lambda(x) > 0$ then $P(X > x) \in L(\mathbb{R}^d, v = 1)$. In this case, Omey [27] showed that $P(S(n) > tx)/h(t) \to n \lambda(x)$.

(ii) Recently, Basrak et al. [2] proved that if $\mathcal{F}(x) \in RVF(c, h)$, where $h(t) \in RV(-\beta)$ with $\beta > 0$, $c_i(t) = t$ for $1 \leq i \leq d$, and $\mu(x) > 0$, then
\[
\lim_{u \to \infty} \frac{P((x, X) > u)}{h(u)} = w(x) < \infty \quad \text{for all } x \in \mathbb{R}^d,
\]
\[
w(y) > 0 \quad \text{for at least one } y \in \mathbb{R}^d.
\]
Here $(a, b) = \sum_{i=1}^d a_i b_i$. Conversely, if
\[
\lim_{u \to \infty} \frac{P((x, X) > u)}{h(u)} = w(x) < \infty \quad \text{for all } x \geq 0 \text{ (but } x \neq 0)
\]
with $\beta > 0$ a noninteger, then $\mathcal{F}(x) \in RVF(c, h)$ with $c_i(t) = t$, $1 \leq i \leq d$. In the case where $\beta$ is an integer, the converse is in general false [19].

(iii) The class $RVF$ has proved to be useful in limit theory in probability theory and in number theory, having applications in, for example, extreme value theory, domains of attraction for sums of independent, identically distributed random vectors, renewal theory, and generalized renewal theory. For a survey of properties and applications in probability theory, we refer
the reader to [10], [11], [32], and [33]. In [30] several Abelian and Tauberian theorems were obtained, and the results applied in summability theory (see also [1]). Basrak et al. [2] used RVF functions to obtain new results for linear stochastic recurrence relations and for generalized autoregressive conditionally heteroscedastic processes. Here we use such functions to obtain some new results in multivariate shock models (see [21] and [23]).

5. Applications and concluding remarks

5.1. Applications

Random vectors of the form \((S^1(N_1), S^2(N_2))\) can be interpreted in insurance portfolios as follows. Suppose that we have a sequence of independent, identically distributed random vectors \((X_i, Y_i)\), \(i = 1, 2, \ldots\), where \(X_i\) and \(Y_i\) denote the claim sizes of claims of type 1 and type 2, respectively. We can think of accidents which involve personal and/or material damage. At time \(t > 0\), the number of claims of type \(i\) is given by \(N_i(t)\) and the total claim size is given by \((S^1(N_1), S^2(N_2))\). Our results can be used to estimate \(P(\max(S^1(N_1), S^2(N_2)) > x)\) for large values of \(x\).

Another interpretation comes from reliability theory. Suppose that a material system is subject to shocks that have multidimensional effects. One shock may, for example, influence both the temperature and the strength of the material. Suppose that the \(i\)th shock results in a vector of damage given by \((X_i, Y_i)\). If the number of shocks is given by \(N\), then the accumulated damage is given by the vector \((S^1(N), S^2(N))\). Our results can be used to estimate \(P(S^1(N) \leq tx, S^2(N) \leq ty)\) for large values of \(t\). In [24] the present authors studied renewal quantities related to this type of process.

We can also use our results to study the multivariate analogues of [21], [22] and [34]. In this case, we study a sequence of random vectors \(Y_k\) defined as follows. Let \(A, B,\) and \(C\) denote random variables with generating functions given by \(a(s), b(s),\) and \(c(s)\), respectively. Let \(p\) and \(q\) denote real numbers such that \(0 < p = 1 - q < 1\) and \(b(s) = pa(s) + qc(s)\). The sequence \(Y_k\) is defined recursively using the following generating functions:

\[
g_0(s) = 1, \quad g_k(s) = \frac{pa(s)g_{k-1}(s)}{1 - qc(s)g_{k-1}(s)}, \quad k = 1, 2, \ldots
\]

Using a Taylor expansion, we find that

\[
g_k(s) = a(s)g_{k-1}(s) \sum_{n=0}^{\infty} pq^n(c(s)g_{k-1}(s))^n. \quad (3)
\]

Clearly \(Y_k\) is related to a compound geometric sum as follows. Let \(N\) denote a geometric random variable with \(P(N = n) = pq^n, n \geq 0\). For \(i \geq 1\), let \(Y_k(i)\) denote independent, identically distributed copies of \(Y_k\) and, independently, let \(C_i\) denote independent, identically distributed copies of \(C\). Define \(S_{k-1}(n)\) by

\[
S_{k-1}(0) = 0, \quad S_{k-1}(n) = \sum_{i=1}^{n} Y_k(i).
\]

From (3) we see that \(Y_k \overset{\text{d}}{=} A + Y_{k-1} + S_{k-1}(N)\). Our results can be used to study the asymptotic behaviour of \(1 - P(Y_k \leq x)\). As in the univariate case, the random variable \(Y_k\) can be interpreted in terms of shock models or insurance mathematics.
5.2. Concluding remarks

(i) For $\mu(x) > 0$ and $c = t$, Theorem 1 shows that
\[
\bar{F}^{st}(tx) \sim n \bar{F}(tx).
\] (4)
Relation (4) admits the following probabilistic interpretation. Since $n(1 - F(tx)) \sim 1 - F^n(tx)$ and $\bar{F}^{st}(tx) \sim n \bar{F}(tx)$, (4) implies that
\[
1 - P(S(n) \leq tx) \sim 1 - P(M(n) \leq tx),
\]
where $S(n) = (S^1(n), S^2(n), \ldots, S^d(n))$ denotes the vector of partial sums and $M(n) = (M^1(n), M^2(n), \ldots, M^d(n))$ denotes the vector of partial maxima. Clearly
\[
1 - P(S(n) \leq tx) = P\left( \max_i \frac{S^i(n)}{x_i} > t \right),
\]
\[
1 - P(M(n) \leq tx) = P\left( \max_i \frac{M^i(n)}{x_i} > t \right).
\]
It follows that
\[
P\left( \max_i \frac{S^i(n)}{x_i} > t \right) \sim P\left( \max_i \frac{M^i(n)}{x_i} > t \right).
\]
In the univariate case, we know that the tails of $S^i(n)$ and $M^i(n)$ are asymptotically the same. In the multivariate case, the previous result shows that $\max_i (S^i(n)/x_i)$ and $\max_i (M^i(n)/x_i)$ also have the same tail behaviour. It would be interesting to study the relation between the tail behaviours of
\[
\min_i \frac{S^i(n)}{x_i}, \quad \max_i \min_{1 \leq j \leq n} \frac{X^j_i}{x_i}, \quad \max_i \min_{1 \leq j \leq d} \frac{X^j_i}{x_i}, \quad \min_{1 \leq j \leq d} \max_{1 \leq j \leq n} \frac{X^j_i}{x_i}.
\]
It would also be interesting to study these quantities for triangular arrays.

(ii) The condition $\bar{F} \in L(\mathbb{R}^d)$ can be reformulated as follows. Let $X = (X_1, X_2, \ldots, X_d)$ denote a positive random variable with DF $F(x)$. For a fixed $x = (x_1, x_2, \ldots, x_d) > 0$, define the new random variable $Z(x) = \max(X_i/x_i, i = 1, 2, \ldots, d)$. Clearly the DF of $Z(x)$ is given by $P(Z(x) \leq t) = FZ(x)(t) = F(tx)$. Since $\bar{F}$ is monotone, it is easy to show that $\bar{F}(x) \in L(\mathbb{R}^d)$ if and only $\bar{F}_Z(x)(t) \in L(\mathbb{R})$. Note that Theorem 1 shows that $\bar{F}_Z(x)(t) \in L(\mathbb{R})$ implies $F \in L(\mathbb{R}^d)$.

(iii) In this paper, among others, the present authors have studied the asymptotic behaviour of sums of the form $W(x) = \sum_{n=0}^{\infty} p_n F^{\ast n}(x)$, where $\{p_n\}$ denotes a probability distribution. It is also possible to study $W(x)$ using sequences $\{p_n\}$ of other sorts. For example, if $p_0 = 1$ then we obtain the $d$-dimensional renewal function (see [30]). If $p_0 = 0$ and $p_n = 1/n, n \geq 1$, then we obtain the harmonic renewal function. In [29] and [24], generalized renewal functions in $\mathbb{R}$ and $\mathbb{R}^d$ were studied.

(iv) The concept of subexponential densities in $\mathbb{R}^d$ has not been studied yet. For densities, subexponentiality could be defined by assuming that $f(x) \in L(\mathbb{R}^d)$ and that
\[
\frac{f \otimes f(tx)}{f(tx)} \to \alpha(x)
\]
for some limit function. More research is needed in this area.
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