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Abstract

In this paper we study the existence of positive periodic solutions to second-order singular differential equations with the sign-changing potential. Both the repulsive case and the attractive case are studied. The proof is based on Schauder’s fixed point theorem. Recent results in the literature are generalized and significantly improved.
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1. Introduction

In this paper we study the existence of positive $T$-periodic solutions of the second-order differential equation

$$x'' + a(t)x = f(t, x) + e(t),$$

(1.1)

where $a(t)$, $e(t)$ are continuous and $T$-periodic functions. The potential $f(t, x)$ is continuous in $(t, x)$, $T$-periodic in $t$ and may be singular at $x = 0$.

From the physical explanation, we say that (1.1) has a repulsive singularity at $x = 0$ if

$$\lim_{x \to 0^+} f(t, x) = +\infty,$$

uniformly in $t$,

whereas (1.1) has an attractive singularity at $x = 0$ if

$$\lim_{x \to 0^+} f(t, x) = -\infty,$$

uniformly in $t$.
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Beginning with the paper of Lazer and Solimini [20], the semilinear singular differential equation

\[ x'' + a(t)x = \frac{b(t)}{x^\lambda} + e(t), \quad (1.2) \]

with \( a, b, e \in \mathbb{C}[0, T] \) and \( \lambda > 0 \), has attracted the attention of many researchers during the last two decades [4, 5, 8, 19, 21, 22, 24, 25, 27, 29]. Some strong force conditions introduced by Gordon [15] are standard in related earlier work [11, 12, 16, 27–29]. This condition corresponds to the case where \( \lambda \geq 1 \) in Equation (1.2). With a strong singularity, the energy near \( x = 0 \) becomes infinite, and this fact is very useful for obtaining \textit{a priori} bounds of periodic solutions. Compared with the case of a strong singularity, the study of the existence of periodic solutions in the presence of a weak singularity is more recent, but has also attracted many researchers [4, 7, 9, 10, 13, 14, 23, 24]. Some classical tools have been used to study singular differential equations in the literature. These classical tools include the method of upper and lower solutions [1, 17], degree theory [27–29], some fixed point theorems in cones for completely continuous operators [14, 22, 23], Schauder’s fixed point theorem [8, 13, 24] and a nonlinear Leray–Schauder alternative principle [6, 9, 18, 19].

In this paper we establish the existence of positive \( T \)-periodic solutions to Equation (1.1) through a basic application of Schauder’s fixed point theorem. Our new results generalize in several respects some results contained in [8, 9, 19, 22, 24, 25]. Our main motivation is to obtain new existence results for positive \( T \)-periodic solutions of the equations

\[ x'' + a(t)x = b(t) \ln x + e(t), \quad (1.3) \]

and

\[ x'' + a(t)x = \frac{b(t)}{x^\alpha} + \mu c(t)x^\beta + e(t), \quad (1.4) \]

where \( a, b, c, e \in \mathbb{C}[0, T], \alpha, \beta > 0 \) and \( \mu > 0 \) is a parameter. Note that, when \( b \succ 0 \) (\( b \prec 0 \)), (1.3) presents an attractive (repulsive) singularity at \( x = 0 \), whereas (1.4) presents a repulsive (attractive) singularity at \( x = 0 \). We deal with both the repulsive case and the attractive case. From these examples, one may readily see that one advantage of our method is that we can allow that the potential can change sign. Therefore we generalize and improve some results contained in [8, 9, 19, 22, 24]. We also emphasize that our new results are applicable to the case of a strong singularity as well as the case of a weak singularity.

The rest of the paper is organized as follows. In Section 2 some preliminary results are given. In Section 3 we state and prove the existence results when (1.1) has an attractive singularity. The existence results for the repulsive case are established in Section 4. Applications of the new results to (1.3) and (1.4) are also given in Sections 3 and 4.

Henceforth, let us denote by \( p^* \) and \( p_* \) the essential supremum and infimum of a given function \( p \in L^1[0, T] \), if they exist. Also, we write \( p > 0 \) if \( p \geq 0 \) for almost
every \( t \in [0, T] \) and it is positive in a set of positive measure. The usual \( L^p \)-norm is denoted by \( \| \cdot \|_p \). The conjugate exponent of \( p \) is denoted by \( q : (1/p) + (1/q) = 1 \). 

2. Preliminaries

Consider the Hill equation,

\[
 x'' + a(t)x = 0, \tag{2.1}
\]

with periodic boundary conditions

\[
 x(0) = x(T), \quad x'(0) = x'(T). \tag{2.2}
\]

Throughout this paper we assume that the following hypothesis is satisfied.

(A) The Green function \( G(t, s) \), associated with (2.1) and (2.2), is nonnegative for all \((t, s) \in [0, T] \times [0, T]\). In other words, the anti-maximum principle holds for (2.1) and (2.2). See [26, 30]. When \( a(t) \equiv k^2 \), condition (A) is equivalent to \( 0 < k^2 \leq (\pi/T)^2 \). In this case,

\[
 G(t, s) = \begin{cases} 
 \frac{\sin k(t-s) + \sin k(T-t+s)}{2k(1 - \cos kT)} & \text{for } 0 \leq s \leq t \leq T, \\
 \frac{\sin k(s-t) + \sin k(T-s+t)}{2k(1 - \cos kT)} & \text{for } 0 \leq t \leq s \leq T.
\end{cases}
\]

See [14, 22].

For a nonconstant function \( a(t) \), there is an \( L^p \)-criterion proved in [22], which is given in the following lemma for the sake of completeness. Let \( K(q) \) denote the best Sobolev constant in the inequality

\[
 C \|u\|_q^2 \leq \|u'\|_2^2 \quad \text{for all } u \in H_0^1(0, T).
\]

The explicit formula for \( K(q) \) is

\[
 K(q) = \begin{cases} 
 \frac{2\pi}{qT^{1+2/q}} \left( \frac{2}{2+q} \right)^{1-2/q} \left( \frac{\Gamma(\frac{1}{q})}{\Gamma(\frac{1}{2} + \frac{1}{q})} \right)^2 & \text{if } 1 \leq q < \infty, \\
 \frac{4}{T} & \text{if } q = \infty,
\end{cases}
\]

where \( \Gamma \) is the gamma function.

**Lemma 2.1.** Assume that \( a(t) > 0 \) and \( a \in L^p[0, T] \) for some \( 1 \leq p \leq \infty \). If

\[
 \|a\|_p \leq K(2q),
\]

then the standing hypothesis (A) holds.
Remark 2.2. In [4, 5, 14, 19, 22, 23], the existence results are based on the positivity of \(G(t, s)\), which plays a very important role in employing some fixed point theorems in cones for completely continuous operators and a nonlinear alternative principle of Leray and Schauder. Therefore, the results in the above mentioned papers cannot cover the critical case. Our assumption (A) only needs \(G(t, s)\) to be nonnegative, and therefore our results can cover the critical case.

3. Attractive case

In this section, we establish the existence of positive periodic solutions of (1.1) in the attractive case. From now on, we use \(C_T\) to denote the set of all continuous \(T\)-periodic functions.

Theorem 3.1. Assume that \(a(t)\) satisfies (A). Furthermore, suppose that there exist a function \(b > 0\) and positive constants \(R > r > 0\) such that:

\((H_1)\) there exists a continuous nondecreasing function \(g : \mathbb{R}^+ \to \mathbb{R}^+\) such that

\[
f(t, x) < 0 \quad \text{for each } 0 < x < r \text{ and } t \in [0, T],
\]

\[
f(t, r) = 0 \quad \text{uniformly in } t \in [0, T],
\]

\[
0 \leq f(t, x) \leq b(t)g(x) \quad \text{for each } x > r \text{ and } t \in [0, T];
\]

\((H_2)\) \(\beta^* g(R) + \gamma^* \leq R\) with

\[
\gamma(t) = \int_0^T G(t, s)e(s)\, ds, \quad \beta(t) = \int_0^T G(t, s)b(s)\, ds,
\]

where \(\beta^*\) and \(\gamma^*\) denote the essential supremum of \(\beta\) and \(\gamma\), and \(\gamma_*\) denotes the essential infimum of \(\gamma\). If \(\gamma_* \geq r\), then (1.1) has at least one positive \(T\)-periodic solution.

Proof. A \(T\)-periodic solution of Equation (1.1) is just a fixed point of the completely continuous map \(\mathcal{F} : C_T \to C_T\) defined by

\[
(\mathcal{F}x)(t) = \int_0^T G(t, s)[f(s, x(s)) + e(s)]\, ds
\]

\[
= \int_0^T G(t, s)f(s, x(s))\, ds + \gamma(t). \quad (3.1)
\]

Let \(R\) be the positive constant satisfying (H2). Now we define the set

\[
\mathcal{A} = \{ x \in C_T : \gamma_* \leq x(t) \leq R \text{ for all } t \in [0, T] \}. \quad (3.2)
\]

Obviously, \(\mathcal{A}\) is a closed convex set. Next we prove that \(\mathcal{F}(\mathcal{A}) \subset \mathcal{A}\).

In fact, for each \(x \in \mathcal{A}\) and for all \(t \in [0, T]\), using the fact that \(G(t, s) \geq 0\) for all \((t, s) \in [0, T] \times [0, T]\), together with condition (H1),

\[
(\mathcal{F}x)(t) \geq \gamma(t) \geq \gamma_*.
\]
On the other hand, by conditions (H$_1$) and (H$_2$),

$$(\mathcal{F}x)(t) \leq \int_0^T G(t, s)b(s)g(x(s)) \, ds + \gamma(t)$$

$$\leq \beta^* g(R) + \gamma^* \leq R.$$

In conclusion, $\mathcal{F}(A) \subset A$. Moreover, it is easy to check that $\mathcal{F} : A \to A$ is completely continuous. By a direct application of Schauder’s fixed point theorem, (1.1) has at least one positive $T$-periodic solution. \hfill \square

**Example 3.2.** Assume that $a(t)$ satisfies (A). Let the nonlinearity in (1.1) be

$$f(t, x) = -\frac{1}{x^\alpha} + \mu x^\beta.$$  \hfill (3.3)

where $\alpha > 0$, $\beta \geq 0$ and $\mu \geq 0$ is a parameter. For each $e(t)$ with

$$\gamma_* \geq \hat{\mu} = \mu^{-(1/(\alpha+\beta))},$$

we have the following results.

(i) If $\beta < 1$, then (1.1) has at least one positive $T$-periodic solution for each $\mu \geq 0$.

(ii) If $\beta \geq 1$, then (1.1) has at least one positive $T$-periodic solution for each $0 \leq \mu < \mu_1$, where $\mu_1$ is some positive constant.

**Proof.** We apply Theorem 3.1. To this end, we take

$$r = \hat{\mu}, \quad g(x) = \mu x^\beta, \quad b(t) = 1.$$  \hfill (4.4)

Then (H$_1$) is satisfied. Let $\omega(t) = \int_0^T G(t, s) \, ds$. Now condition (H$_2$) becomes

$$\mu < \frac{R - \gamma^*}{\omega_* R^\beta}$$

for some $R > 0$ with $R > \hat{\mu}$. So (1.1) has at least one positive $T$-periodic solution for

$$0 < \mu < \mu_1 = \sup_{R > \hat{\mu}} \frac{R - \gamma^*}{\omega_* R^\beta}.$$  \hfill (4.5)

Note that $\mu_1 = \infty$ if $\beta < 1$ and $\mu_* < \infty$ if $\beta \geq 1$. We have the desired results. \hfill \square

**Remark 3.3.** It is easy to find results analogous to Example 3.2 for the general Equation (1.4) with $b, c > 0$, but the notation becomes cumbersome. Here we consider only (3.3) for simplicity.

**Example 3.4.** Assume that $a(t)$ satisfies (A) and $b(t)$ is a positive $T$-periodic continuous function. Then for each $e(t)$ with $\gamma_* \geq 1$, Equation (1.3) has at least one positive $T$-periodic solution.
PROOF. We apply Theorem 3.1. To this end, we take \( r = 1 \), \( g(x) = \ln x \). Then (H\(_1\)) is satisfied and condition (H\(_2\)) becomes
\[
\beta^* \ln R + \gamma^* \leq R
\]
for some \( R > 0 \) with \( R > 1 \). Note that \( \beta^* > 0 \) and
\[
\lim_{R \to +\infty} \frac{\ln R}{R} = 0,
\]
and it is always possible to find such \( R \gg 1 \) that (3.4) is satisfied. Now we have the result using Theorem 3.1.

\[ \square \]

4. Repulsive case

In this section, we establish the existence of positive periodic solutions of (1.1) in the repulsive case.

THEOREM 4.1. Assume that \( a(t) \) satisfies (A). Furthermore, suppose that there exist a function \( b > 0 \) and a constant \( R > 0 \) such that:

(H\(_3\)) there exists a continuous nonincreasing function \( g : \mathbb{R}^+ \to \mathbb{R}^+ \) such that
\[
0 < f(t, x) \leq b(t)g(x) \quad \text{for all} \ 0 < x < R \text{ and } t \in [0, T],
\]
and
\[
f(t, x) \leq 0 \quad \text{for } x \geq R \text{ and } t \in [0, T];
\]

(H\(_4\)) \( R \geq g(\gamma_*)\beta^* + \gamma^* \).

If \( \gamma_*>0 \), then (1.1) has at least one positive \( T \)-periodic solution.

PROOF. We follow the same strategy and notation as in the proof of Theorem 3.1. Let \( R \) be the positive constant satisfying (H\(_4\)). Then \( R > \gamma_* > 0 \) since \( R > \gamma^* \). Next we prove \( \mathcal{F}(\mathcal{A}) \subset \mathcal{A} \).

For each \( x \in \mathcal{A} \) and for all \( t \in [0, T] \), by the nonnegative sign of \( G(t, s) \) and \( f(t, x) \),
\[
(\mathcal{F}x)(t) = \int_0^T G(t, s)f(s, x(s)) \, ds + \gamma(t) \geq \gamma_* > 0.
\]

On the other hand, using (H\(_3\)) and (H\(_4\)),
\[
(\mathcal{F}x)(t) = \int_0^T G(t, s)b(s)g(x(s)) \, ds + \gamma(t) \\
\leq g(\gamma_*)\beta^* + \gamma^* \leq R.
\]

In conclusion, \( \mathcal{F}(\mathcal{A}) \subset \mathcal{A} \) and the proof is finished by Schauder’s fixed point theorem. \[ \square \]
Example 4.2. Assume that \( a(t) \) satisfies (A). Let the nonlinearity in (1.1) be
\[
f(t, x) = \frac{1}{x^\alpha} - \mu x^\beta, \tag{4.1}
\]
where \( \alpha > 0, \beta \geq 0 \) and \( \mu \geq 0 \) is a parameter. Then there exists a positive constant \( \mu_2 \) such that (1.1) has at least one positive \( T \)-periodic solution for each \( 0 \leq \mu < \mu_2 \).

Proof. We apply Theorem 4.1. To this end, we take
\[
R = \hat{\mu} = \mu^{-(1/(\alpha + \beta))}, \quad g(x) = \frac{1}{x^\alpha}, \quad b(t) = 1.
\]
Then (H_3) is satisfied and condition (H_4) becomes
\[
R \geq \gamma_* \beta^* + \gamma^* \tag{4.2}
\]
for some \( R > 0 \) with \( R = \hat{\mu} \). It is always possible to find \( \mu_2 \ll 1 \) such that (4.2) is satisfied for each \( 0 \leq \mu < \mu_2 \).

Example 4.3. Assume that \( a(t) \) satisfies (A) and \( b > 0 \) is a \( T \)-periodic continuous function. Then
\[
x'' + a(t)x = -b(t) \ln x + e(t) \tag{4.3}
\]
has at least one positive \( T \)-periodic solution if
\[
\gamma_* > 0, \quad \gamma^* \leq 1 + \beta^* \ln \gamma_* \tag{4.4}
\]
Proof. We take \( g(x) = -\ln x \) and \( R = 1 \). Then (H_3) is satisfied and condition (H_4) just reads as (4.4).

Remark 4.4. We emphasize that our new results in this paper are applicable to the case of a strong singularity as well as the case of a weak singularity. Moreover, \( e \) does not need to be positive.

Remark 4.5. By the recent results proved in [2], we can improve all results in Sections 3 and 4, by allowing \( a(t) \) to change sign. In particular, we impose an integral condition \( \int_0^T a(t) \, dt > 0 \) instead of \( a > 0 \). In this case, the corresponding criterion in Lemma 2.1 becomes \( \|a_+\|_p \leq K(2q) \).

Remark 4.6. All results in this paper are also applicable to the more general differential equation
\[
(b(t)x')' + a(t)x = f(t, x) + e(t), \tag{4.5}
\]
assuming that the Green function \( G(t, s) \), associated with the corresponding linear equation, is nonnegative for all \( (t, s) \in [0, T] \times [0, T] \), because the problem of finding a \( T \)-periodic solution of system (4.5) is expressed as a fixed point problem for the same operator defined in (3.1). When \( b(t) > 0 \), a criterion similar to Lemma 2.1 has recently been established in [3]. This criterion states that
\[
\|ab^{1/q}\|_p \leq K(2q), \quad (1 < p \leq +\infty) \quad \text{or} \quad \|a\|_1 \cdot \|1/b\|_1 \leq 4.
\]
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