Collection of food intake data: a reappraisal of criteria for judging the methods
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The relationship between diet and the development of chronic disease still remains a controversial area. One major difficulty is to obtain a valid estimate of habitual pattern and level of food consumption for each individual. There is, in fact, a voluminous and largely negative literature on the validity of dietary assessment methods. In the present paper the utility of the most frequently used dietary assessment method in epidemiological studies is discussed in terms of precision and accuracy.

Food intake: Epidemiology: Statistics

The relationship between diet and the development of chronic disease still remains a controversial area. In studying this relationship, the estimation of the habitual pattern of food consumption, the so called ‘usual intake’ of free-living individuals, is a crucial factor (Marr & Heady, 1986). One major difficulty, in fact, is obtaining a valid estimate of ‘usual intake’ of each individual. No current method has so far been able to yield precise and accurate quantitative amounts of food eaten and there is a voluminous and largely negative literature on the validity of dietary assessment methods (Block, 1982; Bingham, 1987).

However, it is generally thought that, for epidemiological purposes, the goal of dietary assessment methods is to rank individuals on the basis of their intake into broad categories, along the distribution of intake from very little to very much, rather than to obtain precise and accurate quantitative amounts of food eaten (Block, 1982; Bingham, 1987).

In order to have a better understanding of the judgement of dietary assessment methods for epidemiological studies, it appears useful to reappraise the criteria for judging a method.

Random error

It is well known that measurements of biological variables obtained from the same subject on different occasions, even under carefully standardized conditions, will not agree exactly. There is, in fact, a source of error denoted as random error (ε) which affects the measurements of the variables. So the measured value \( X \) of the \( i \)th-patient will be

\[ X_i = T_i + \epsilon_i, \]

where \( T_i \) is the true value of the \( i \)th-patient. As \( \epsilon \) is a random type of error, the average value of repeated measurements of \( X_i \) will tend to \( T_i \).

Systematic error

The measurement of variables can also be affected by another source of error denoted as bias. In this case the observed values obtained by replicate measurements by the method under study on the same subject tend to a mean value which differs from the true value by

\[ X_i = T_i + \delta_i, \]
a difference called bias. This denotes the tendency of the method significantly to underestimate or overestimate true values. It is due to the imperfect specificity of the method (i.e. the sensitivity to the levels of substances \( Z_j \) other than that of interest).

The observed value of the \( i \)th-patient obtained by a method subject to bias and random error will be

\[
[X]_i = A + B[T]_i + \epsilon_i + f([Z]_{ij} \ldots [Z]_{in}),
\]

where \( A, B \) and \( f([Z]_{ij} \ldots [Z]_{in}) \) are the components of the bias. \( A \) and \( B \) are the constant and proportional components respectively. The non-specificity function \( f(\cdot) \) describes the effect of the \( n \) interfering substances on the apparent concentration \([X]_i\) in the \( i \)th-patient. Usually it is quite complicated. However, Lawton et al. (1979), assuming that \( f(\cdot) \) is essentially linear over a reasonable range of concentration about the mean levels, showed that model 2 can be reduced to

\[
[X]_i = a^* + B[T]_i + \epsilon_i + e_i,
\]

where \([X]_i\) is, in the case of dietary assessment method, the measured food intake of the \( i \)th-patient, and \([T]_i\) denotes the true intake. \( B \) is the proportional bias and \( a^* \) is the constant bias conditioned by the mean value \( \mu \) of the \( n \) interfering substances

\[
a^* = A + f(\mu[Z]_{ij} - \mu[Z]_{in}).
\]

\( a^* \) and \( B \) then denote the tendency of the method to underestimate or overestimate the true values.

\( \epsilon_i \) is the random error and can be assumed to have a normal distribution with mean value equal to 0 and variance \( \sigma^2_e \).

The error term \( (\epsilon_i) \) is

\[
\epsilon_i = \sum_{j=1}^{n} y_j([Z]_{ij} - \mu[Z]_{ij}),
\]

where \( y_j \) describes the function of the \( Z_j \) interfering factors. The error term \( (\epsilon_i) \) is the bias in excess of \( a^* + B[T]_i \) due to the particular interfering factors that differ from the mean levels in the \( i \)th-patient. It can be assumed to be a variable with mean value equal to 0 and variance

\[
\sigma^2_e = \sum_{j=1}^{n} y_j^2 \sigma^2([Z]_{ij}),
\]

where \( \sigma^2([Z]_{ij}) \) is the variance of the interfering factors.

**Criteria for judging the methods**

When a method is subject to random and systematic errors, it is appropriate to evaluate two characteristics, the precision and the accuracy (Westgard et al. 1974). The precision estimates to what extent a method gives similar results on different occasions. The accuracy determines the tendency significantly to overestimate or underestimate true values and identifies the confounding effects of other factors.

**Precision**

The precision can be evaluated by taking replicate measurements by means of components of variance analysis (Gardner & Heady, 1973). The precision, in fact, depends on the random error variance (usually called within-subject variance) \( (\sigma^2_e) \): between-subject variance \( (\sigma^2_T) \) ratio. The between-subject variation represents the differences between individuals in the true values, i.e. the variance of \( T \).

As the estimation of the confidence bands of the components of variance is sensitive to departures from normality, and the within-subject variation may depend on the level of
intake, the nutrient intake must be appropriately transformed in order to achieve normal distribution and to stabilize the variance (Armitage & Berry, 1987). The Box–Cox method (Box & Cox, 1964) seems to be suitable for finding the appropriate transformation. This method is based on the family of transformations

\[(X + \delta)^\lambda \quad \text{when } \lambda \neq 0\]
\[\ln(X + \delta) \quad \text{when } \lambda = 0,\]

where \(X\) is the nutrient intake, involving the unknown parameters \(\lambda\) and \(\delta\). This extended version, involving the addition of a value \(\delta\) before the power transformation \((\lambda)\), appears preferable because some transformations (such as the logarithmic one) can only be applied to non-zero nutrient intake, while it is possible to have a null intake for some nutrients on some days.

**Accuracy**

The accuracy depends on the magnitude of the bias \((a^*, B, \sigma^2)\). This can be evaluated by comparing the method under study with a reference method (Lawton et al. 1979). Unfortunately, up to now, no reference dietary assessment method on free-living individuals has been devised.

**Assessing usual intake**

The most frequently used methods in epidemiological research are diet record, diet history and 24 h recall. The diet record method requires weighing and recording the amounts of food eaten during a varying period of time (usually 7 d or less). Several modifications have been applied to this method (duplicate portion, estimated weights, etc). The diet history method, originally attributed to Burke (1957) but modified by subsequent investigators, consists of an extensive interview designed to elicit the usual diet. This method is time-consuming, and requires a trained interviewer and the cooperation of the interviewee. The 24 h recall method consists of an interview about the food eaten during the day preceding the interview.

The results of comparisons between one method and another have never been consistent within the same individual (Bingham, 1987). In particular, while diet history seems to overestimate food consumption, 24 h recall seems to underestimate it when compared with records of food intake. Bingham (1987) reported that, of a total of thirteen studies, eleven have shown that diet history gave estimates of food consumption significantly different (higher in seven, lower in four) from diet record, while of a total of twenty-four studies, seventeen have shown that 24 h recall gave estimates of food intake significantly different (lower in thirteen, higher in four) from diet record. The large standard error of differences obtained in these studies also showed that the ranking of individuals on the basis of their intake was not maintained by the different methods. Naturally, it is unknown whether the diet history method exaggerates food consumption or the diet record method underestimates it.

Bingham (1987) also described the potential sources of error in the methods most frequently used to assess dietary intake of individuals. Each method is associated with different sources of error. These errors may be random \((\epsilon)\), systematic \((a^*, B)\) or due to interfering factors \((e)\), as described in model 3. These types of error affect statistical analyses in different ways.

**Impact of the random error on statistical analysis**

If systematic \((a^*, B)\) and random bias \((\epsilon)\) are negligible in the dietary assessment method being used, model 3 can be reduced to

\[X_t = T_t + \epsilon_t.\]
In investigating the relationship between dietary intake and disease, it has been shown (Gardner & Heady, 1973; Liu et al. 1978; Beaton et al. 1983) that large measurement errors \((\sigma_e^2)\) relative to between-subject variation \((\sigma_T^2)\) will artificially attenuate the observed correlation coefficient. In fact, if \(Y\) is the biochemical variable of interest with variance \(\sigma_Y^2\), and \(X\) is the dietary intake of some nutrient measured with error \(\sigma_e^2\) (the within-subject variance), the variance of \(X\) will be \(\sigma_e^2\) (the between-subject variance) plus \(\sigma_X^2\). Thus the observed correlation coefficient will be

\[
r_o = \frac{\text{covariance}(X, Y)}{((\sigma_T^2 + \sigma_e^2) \times \sigma_Y^2)^{0.5}},
\]

while the true correlation \(p\) is

\[
p = \frac{\text{covariance}(T, Y)}{(\sigma_T^2 \times \sigma_Y^2)^{0.5}}.
\]

As an example, assume (just for this example!) that the dietary protein \((T)\) (mean 62.6 g/d, variance 342) and serum prealbumin \((Y)\) (mean 260.6 mg/l, variance 36.2) are measured without any error. The correlation coefficient between these two variables is

\[
r_{T,Y} = \frac{24.3}{(342 \times 36.2)^{0.5}} = 0.218.
\]

This represents the true correlation between dietary protein and serum prealbumin in this population. Assuming that the dietary method was, instead, subject to a random error \((\epsilon)\) normally distributed with mean 0 and variance 407 (this was generated by a pseudo-random number algorithm generator by SPSS computer program (Nie et al. 1975)), the following correlation coefficient will be obtained:

\[
r_{X,Y} = \frac{26.5}{(757 \times 36.2)^{0.5}} = 0.16.
\]

In practice statistical theory allows us to derive an estimate of the true correlation coefficient if the precision of the method is known, i.e. if \(\sigma_e^2\) and \(\sigma_T^2\) are known (Rosner & Willett, 1988; Borrelli et al. 1989). In fact, assuming that measurement errors in \(X\) are independent of \(Y\), we can obtain an unattenuated correlation coefficient by multiplying the observed correlation \((r)\)

\[
r = \frac{\text{covariance}(T, Y)}{((\sigma_T^2 + \sigma_e^2) \times \sigma_Y^2)^{0.5}} \text{ by } \left(1 + \frac{\sigma_e^2}{\sigma_T^2}\right)^{0.5}.
\]

In the previous example, the true correlation can be obtained by multiplying \(r_{X,Y}\) by 1.4.

The variances \(\sigma_e^2\) and \(\sigma_T^2\) can be estimated by taking replicate measurements by means of the components of variance analysis after adequate transformation (Gardner & Heady, 1973; Armitage & Berry, 1987).

The ratio of these variances can also be used in other statistical analyses, such as multiple regression analysis and the proportional hazards model in epidemiological studies (Liu, 1988, 1989).

**Impact of the bias on statistical analysis**

If the bias \((a^*, B, \sigma^*_e)\) is, instead, relatively large, there will be a biased estimation of \(\sigma_T^2\) with unpredictable consequences on the correlation coefficient.

In the previous example, the correlation coefficient between \(X\) and \(Y\) would have been
0·189 (and \( \sigma^2_n = 1188 \)), if a proportional bias \( B \) of 1·5 had been present in measuring \( X \) in addition to the random error, or it would have been 0·107 if the proportional bias \( B \) had been 0·5 (and \( \sigma^2_n = 497 \)).

It appears, then, that the correct ranking of individuals into broad categories on the basis of their intake as a criterion of acceptability of a dietary assessment method for epidemiological studies seems rather inadequate. More important becomes the evaluation of the random error (\( \sigma_r \)) and the bias (\( \alpha^*, B, \sigma^2_n \)) in dietary assessment methods. The magnitude of the bias will influence the acceptability of the dietary assessment method, leading to a biased estimation of the between-subject variance \( \sigma^2_n \). The magnitude of the within-subject variance \( \sigma_r \) is not as relevant, provided it is estimated, because it is possible to correct it.

Thus, we can conclude that, for epidemiological purposes, dietary intake assessment methods have to be accurate (small values of \( \alpha^*, B \) and \( \sigma^2_n \)) rather than precise (small value of \( \sigma^2_n \)), provided that the precision is evaluated by taking replicate measurements.

**Sources of errors**

**Diet record.** The main source of random variation (\( \varepsilon \)) in the diet record method is the daily variation. In fact, it has been shown that each individual is liable to vary considerably from day to day in his or her level of food consumption, especially for some nutrients, such as cholesterol or vitamin A. For this reason, many epidemiologists thought that only a poor estimate of the individual’s ‘usual intake’ is obtained by recording food intake over a period of a few days (Gardner & Heady, 1973; Liu et al. 1978; Marr & Heady, 1986).

However, as previously described, the problem of the large daily variation in the pattern and level of food consumption in individuals can be overcome in the diet record method. Indeed the unattenuated correlation coefficient between nutrient intake (measured with random error \( \sigma^2_n \)) and disease can be obtained provided that \( \sigma^2_n \) be estimated by taking replicate measurements.

Another source of random variation (\( \varepsilon \)) is seasonal variation. The limited information currently (McHenry et al. 1945; Black et al. 1983) available to estimate the magnitude of this error seems to indicate that seasonal variation is negligible compared with daily variation (Cole & Black, 1983).

Another source of error derives from weighing and recording the foods. If there were no subgroups of the population that are particularly liable to weigh their foods incorrectly, this type of error could be considered random.

Unfortunately errors, which are likely to be systematic rather than random, do occur in the diet record method. These, in fact, seem to affect subgroups of the population in different ways. For instance, Prentice et al. (1986) showed that obese subjects are likely to give a distorted or wrong estimation of habitual food consumption because they often go deliberately on a diet or incompletely report their intake when being studied. Marr (1971) observed that the tedious task of weighing food could itself limit the variety of food consumed and the number of meals or snacks eaten during the observation period. So body mass index or cooperation level of the subject seem to affect the measurement of food intake and could represent confounding factors. Furthermore it is likely that people in a low socio-economic class do not keep records as well as better educated subjects (Morgan et al. 1987). In addition, the presence of disease could influence the ability to keep records (Hebert & Miller, 1988). Members of low socio-economic groups could overestimate intake of ‘status’ foods such as meat. The intake of foods such as condiments, nuts and seeds are difficult to estimate. The intake of beverages (especially beer and wine) is probably under-reported by those consuming large amounts.

It is important to point out that day-to-day variation, seasonal variation, and so on may...
not be strictly random. There could in fact be differences in intake between weekend and working days, seasonal changes, etc. However, these can be overcome at the stage of sampling by mixing day of the week (or seasonal period) (Cole & Black, 1983).

**Diet history.** The diet history approach has been favoured because it attempts to estimate directly the ‘usual intake’ of each individual, eliminating at a stroke the daily variation. The diet history method is probably also subject to random errors, but the correction for a low precision cannot easily be applied to the diet history method because the estimation of \( \sigma^2_e \) is more difficult. Indeed, a repeated interview, apart from being expensive, could measure a real change in habitual dietary pattern rather than random error.

The diet history method is also subject to bias. This is mainly due to errors and omissions of quantities of food eaten because the ability of individuals to estimate directly their own true mean for dietary intake is not a fixed capacity but largely depends on memory, the ability of the interviewer and other factors (Liu et al. 1978). If \( a^*, B \) and \( \sigma^2_e \) are relatively large, the estimate of food intake will be invalidated. However, as no reference method is actually available, these cannot be estimated.

I do not subscribe to the recommendation of some authors (Bazzare & Yuhas, 1983; Karkeck, 1987) that diet history should be used for retrospective investigations of the relationship between dietary intake and incidence of disease, and diet record used when the actual food intake is to be measured. In fact, unbiased retrospective estimates of food consumption are probably unobtainable due to lack of memory, poor cooperation, etc. Furthermore, it is likely that the occurrence of disease modifies dietary intake. In any event, there is at present no way to demonstrate the validity of a retrospective dietary intake assessment.

**24 h recall.** The usefulness of the 24 h recall method is even more questionable if we consider that it is subject to the same bias as diet history, that one day’s intake does not represent the usual intake of each individual and that it is not possible to estimate the daily variation.

**Conclusion**

I therefore conclude that for epidemiological purposes recorded intake over a few days seems to be the preferable technique to estimate the usual intake, but the magnitude of the possible bias should be evaluated.

Unbiased retrospective estimates of food consumption are probably unobtainable. The lack of a reference method makes it difficult, if not impossible, to evaluate the possible bias. There is, therefore, a need to develop new approaches which are free of bias for assessing food intake. The ‘biological markers’ of food consumption (biochemical indices which reflect the nutrient intake) are a fertile field, but considerable efforts are needed to develop them for the majority of nutrients (James et al. 1981; Bingham, 1987). In particular, the lack of bias and random error in these new techniques has to be demonstrated. Once their acceptance as ‘gold standard’ techniques has been established, they could be used to evaluate the bias of the dietary method with a population subsample. Alternatively, they could be used to replace the conventional methods.
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