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Abstract
In this paper, we consider an insurance company whose surplus (reserve) is modeled by a jump diffusion risk process. The insurance company can invest part of its surplus in \(n\) risky assets and purchase proportional reinsurance for claims. Our main goal is to find an optimal investment and proportional reinsurance policy which minimizes the ruin probability. We apply stochastic control theory to solve this problem. We obtain the closed form expression for the minimal ruin probability, optimal investment and proportional reinsurance policy. We find that the minimal ruin probability satisfies the Lundberg equality. We also investigate the effects of the diffusion volatility parameter, the market price of risk and the correlation coefficient on the minimal ruin probability, optimal investment and proportional reinsurance policy through numerical calculations.
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1. Introduction
The ruin probability, when an insurance company has the possibility to invest part of its surplus into a financial market and to take proportional reinsurance for claims, has recently attracted increasing attention in the risk theory literature. Browne \([1–3]\) first considers the approach where the surplus process is modelled by a Brownian motion with drift, and the risky asset follows a geometric Brownian motion. Without a budget constraint, the optimal investment strategy which minimizes the ruin probability is the investment of a constant amount of money in the risky asset, irrespective of the size of the surplus, and the corresponding minimal ruin probability is given by an exponential function. Liang \([9]\), Schmidli \([17]\), Promislow and Young \([16]\),
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Taksar and Markussen [20] and Luo et al. [14] reconsider the model in Browne [1] with proportional reinsurance. They also derive a closed form expression for the optimal policy and the optimal value function. Hipp and Plum [7, 8] consider the classical risk model and assume that the surplus can be invested in a risky asset which follows a geometric Brownian motion without risk-free rate. They analyze the investment strategy to minimize the ruin probability, and then derive the Hamilton–Jacobi–Bellman equation corresponding to the problem and prove the existence of a solution and a verification theorem. Liu and Yang [13] and Yang and Zhang [22] reconsider the model in Hipp and Plum [8] with risk-free rate. Gaier et al. [5] consider the optimal investment problem for an insurance company under the framework of the classical risk process, where the claims have exponential moments. They obtain the Lundberg inequality for the minimal ruin probability. Lin [12] discusses ruin probability in a jump diffusion risk model where the surplus is invested in a risk-free asset and a risky asset. Schimidli [18] considers the model under which reinsurance and investment are allowed, the surplus is modeled by the classical risk process and a numerical procedure for solving the Hamilton–Jacobi–Bellman (HJB) equation is given.

Since it is very difficult to obtain an explicit expression for the ruin probability $\Psi(x)$ in the jump diffusion risk model, much of the literature focuses on the estimation of the ruin probability, especially upper bound estimation. For example, in Hald and Schmidli [6] and Liang and Guo [10, 11], the minimal ruin probability satisfies the Lundberg inequality

$$\Psi(x) \leq Ce^{-Rx},$$

where $C$ is a constant and $R$ is the adjustment coefficient.

In this paper we reconsider the ruin probabilities, optimal investment and proportional reinsurance policy of an insurance company whose surplus is modeled by a jump diffusion risk process as in Liang and Guo [11]. In [11] the insurance company can invest only in a risky asset whose price dynamics follows a geometric Brownian motion, and they obtain only an upper bound estimation of the minimal ruin probability. In this paper, the insurance company can invest in $n$ risky assets. We study a closed form expression for the minimal ruin probability, the optimal investment and the proportional reinsurance policy of the insurance company. We study the relationships between the minimal ruin probability and the investment, the reinsurance, the diffusion volatility parameter, the correlation coefficient and the market price of risk. We also investigate the effects of the diffusion volatility parameter, the correlation coefficient and the market price of risk on the optimal investment and proportional reinsurance policy through numerical calculations.

This paper is organized as follows. In Section 2, we give the model and some definitions and notation needed in this paper. In Section 3, we give the HJB equation and the verification theorem for the ruin probabilities and the optimal investment and proportional reinsurance policy. In Section 4, we study a closed form expression for...
the minimal ruin probabilities and the optimal investment and proportional reinsurance policy. In Section 5, we present some illustrative numerical results and economic analysis.

2. The model

To make a rigorous mathematical formulation of the problem, we assume that all processes and random variables are defined on a filtered probability space \((\Omega, \mathcal{F}, F, P)\) satisfying the usual conditions, that is, \(F = \{\mathcal{F}_t, t \geq 0\}\) is right continuous and \(P\)-complete.

We consider the classical compound Poisson risk process perturbed by a diffusion or a jump diffusion process

\[
R(t) = x + ct - \sum_{k=1}^{N(t)} Y_i + \beta \tilde{W}(t) = x + ct - S(t) + \beta \tilde{W}(t),
\]

where \(x \geq 0\) denotes the initial capital, \(c > 0\) is the rate of premium per unit time; \(Y = \{Y_k, k = 1, 2, \ldots\}\) is a sequence of independent and identically distributed nonnegative random variables with a common distribution \(F\) of finite mean \(m_1\), where \(Y_k\) denotes the amount of the \(k\)th claim; \(\{N(t), t \geq 0\}\) is a Poisson process with rate \(\lambda > 0\), representing the number of claims up to time \(t\); \(\{\tilde{W}(t), t \geq 0\}\) is a standard Brownian motion; \(\beta\) is a constant, representing the diffusion volatility parameter. \(R(t)\) is the surplus of an insurance company at time \(t\). In addition, \(\{Y_k, k = 1, 2, \ldots\}\), \(\{N(t), t \geq 0\}\) and \(\{\tilde{W}(t), t \geq 0\}\) are mutually independent. As pointed out in Dufresne and Gerber [4], the perturbed compound Poisson risk process adds an uncertainty to the premium income or an additional uncertainty to the aggregate claims.

In proportional reinsurance, the reinsurer is required to pay a certain fraction of each claim, while in turn the insurer diverts the same or a larger fraction of all the premiums to the reinsurer. If the safety loading of the reinsurer and the insurer are the same, that is, if the fraction of the premium diverted to the reinsurer is the same as the fraction of each claim covered by the reinsurer, then the contract is called a cheap reinsurance; if the safety loading of the reinsurer is higher than that of the insurer, then the contract is called a noncheap reinsurance.

The proportional reinsurance level is associated with the value \(1 - a\), where \(0 \leq a \leq 1\) is called the risk exposure. If the risk exposure of the company is fixed, then the insurer pays proportion \(a\) of each claim while the remaining proportion \(1 - a\) is paid by the reinsurer. To this end, the insurer diverts part of the premiums to the reinsurer at the rate \(c_1(1 - a)\) with \(c_1 \geq c\). As noted, when \(c = c_1\), the reinsurance is cheap, while if \(c_1 > c\), it is noncheap. The corresponding surplus process of the insurance company becomes

\[
R(t, a) = x + [c - (1 - a)c_1]t - aS(t) + \beta \tilde{W}(t).
\]

In order for the net profit condition to be fulfilled, that is,

\[
c - (1 - a)c_1 - a\lambda m_1 > 0,
\]
we need
\[ a > \tilde{a} = \frac{c_1 - c}{c_1 - \lambda m_1}. \]
Otherwise, the probability of ruin will be one for any initial surplus \( x \geq 0 \).

In addition, there are \( n \) risky assets available for the insurance company in the financial market. We use \( \theta(t) = (\theta_1(t), \ldots, \theta_n(t))^T \) to denote the amounts of money of the surplus being invested in \( n \) risky assets at time \( t \). Here as subsequently \( T \) denotes transposition. The price processes are governed by the stochastic differential equation
\[
dS_i(t) = S_i(t) \left( \mu_i \, dt + \sum_{j=1}^{n} \sigma_{ij} \, dW_j(t) \right) \quad \text{for } i = 1, \ldots, n,
\]
where \( \mu_i \geq 0, \sigma_{ij} > 0 \) are constants representing the expected instantaneous rate of return and the volatility of the risky asset \( i \), respectively, and \( W(t) = (W_1(t), \ldots, W_n(t))^T \) is an \( n \)-dimensional standard Brownian motion.

We assume that \( \{Y_k, k = 1, 2, \ldots\}, \{N(t), t \geq 0\} \) and \( \{W(t), t \geq 0\} \) are mutually independent, and the correlation coefficient of the Brownian motions \( \tilde{W}, W_j \) is \( \rho_j \), that is, \( E[\tilde{W}(t)W_j(t)] = \rho_{j} t \), for \( j = 1, 2, \ldots, n \). We also assume that \( \sigma = (\sigma_{ij}) \) is a nonsingular matrix, and write \( \Sigma = \sigma \sigma^T, \rho = (\rho_1, \ldots, \rho_n)^T \) and the market price of risk \( \gamma = \sigma^{-1} \mu \), where \( \mu = (\mu_1, \ldots, \mu_n)^T \).

At any time \( t \geq 0 \), \( a = a(t) \) and \( \theta = \theta(t) \) are chosen by the insurance company. We denote \( \pi(\cdot) = (a(\cdot), \theta(\cdot)) \). Once the policy \( \pi(\cdot) \) is chosen, the dynamics of the surplus process becomes
\[
dR(t, \pi) = \sum_{i=1}^{n} \theta_i(t) \frac{dS_i(t)}{S_i(t)} + dR(t, a)
\]
or, more explicitly,
\[
dR(t, \pi) = [c - (1 - a(t))c_1] \, dt - a(t) \, dS(t) + \beta \, d\tilde{W}(t) + \sum_{i=1}^{n} \mu_i \theta_i(t) \, dt
\]
\[ + \sum_{i=1}^{n} \sum_{j=1}^{n} \theta_i(t) \sigma_{ij} \, dW_j(t), \]
\( R(0) = x \).

The control policy \( \pi(\cdot) \) is said to be admissible if \( a(\cdot) \) and \( \theta(\cdot) \) are predictable with respect to \( F \) and, for each \( t \geq 0 \), the processes \( a(\cdot) \) and \( \theta(\cdot) \) satisfy the following conditions:
1. \( 0 \leq a(t) \leq 1 \);
2. \( P\left[ \int_{0}^{\infty} \theta(t)^T \Sigma \theta(t) \, dt < \infty \right] = 1 \).

The set of all admissible policies is denoted by \( \Pi \).

The ruin time is defined as \( \tau(\pi) = \inf\{t > 0: R(t, \pi) \leq 0\} \); if \( R(t, \pi) > 0 \) for all \( t > 0 \), then \( \tau(\pi) = \infty \).
We define the infinite time ruin probability under policy \( \pi \) when the initial surplus is \( x \) by

\[
\Psi(x, \pi) = \mathbb{P}\{R(t, \pi) \leq 0 \text{ for some } t \geq 0 | R(0) = x\} = \mathbb{P}\{\tau(\pi) < \infty | R(0) = x\}.
\]

The objective is to find the optimal value function (the minimal ruin probability)

\[
\Psi(x) = \inf_{\pi \in \Pi} \Psi(x, \pi),
\]

and the optimal policy \( \pi^\ast \) such that \( \Psi(x, \pi^\ast) = \Psi(x) \).

Denote \( h(r) = \mathbb{E}[e^{rY}] - 1 = \int_0^\infty e^{ry} dF(y) - 1 \) as the moment generating function of the claim size \( Y \), and assume that there exists \( r_\infty > 0 \) such that \( h(r) \uparrow \infty \) when \( r \uparrow r_\infty \) (we allow for the possibility \( r_\infty = \infty \)). It is easily seen that \( h(0) = 0 \) and that \( h \) is increasing, convex and continuous on \( [0, r_\infty) \).

**Remark 1.** If \( n = 1, a = q, c = (1 + \theta)\lambda \mu \) and \( c_1 = (1 + \eta)\lambda \mu \), this is the model of Liang and Guo [11].

3. **The Hamilton–Jacobi–Bellman equation and the verification theorem**

We can express the compound Poisson process \( S(t) \) via

\[
dxS(t) = \int_0^\infty yN(dt, dy).
\]

The compensator of \( N \), denoted by \( \hat{N}(dt, dy) \), is given by

\[
\hat{N}(dt, dy) = \mathbb{E}[N(dt, dy)] = \lambda F(dy) dt.
\]

\( \tilde{N}(t, A) = N(t, A) - \hat{N}(t, A) \) is a martingale with respect to the filtration \( F \) for \( A \in \mathcal{B}_0 \), where \( \mathcal{B}_0 \) is the family of Borel sets whose closure \( A \subset R \) does not contain 0.

We start with the associated HJB equation for the value function \( \Psi \).

**Theorem 3.1.** Assume that \( \Psi(x) \) defined by (2.1) is twice continuously differentiable on \((0, \infty)\). Then \( \Psi(x) \) satisfies the HJB equation

\[
0 = \inf_{\pi \in \Pi} \left\{ [c - (1 - a)c_1 + \theta^T \mu]\Psi'(x) + \frac{1}{2} \left( \beta^2 + 2\beta T\sigma \rho + \theta T \Sigma \theta \right) \Psi''(x)
+ \lambda \int_0^\infty \left[ \Psi(x - ay) - \Psi(x) \right] F(dy) \right\}, \quad x > 0.
\]

The proof of this theorem is standard (see Øksendal and Sulem [15, Chapter 3] or Schmidli [19]).

First, we give a very important lemma to prove the verification theorem, whose proof is identical to that of Lemma 6.1 in Taksar and Markussen [20].
Lemma 3.2. Let $\eta(\pi, N) = \inf\{t > 0 : R(t, \pi) \geq N\}$, and

$$\tau(\pi, N) = \min(\tau(\pi), \eta(\pi, N)) = \inf\{t > 0 : R(t, \pi) \notin [0, N]\}.$$ 

Then, for any $N > 0$ and any policy $\pi$, we have that $\mathbb{P}\{\tau(\pi, N) < \infty\} = 1$.

The following verification theorem is essential in solving the associated stochastic control problem. The proof is similar to that of Theorem 2.19 in Schmidli [19].

Theorem 3.3. Suppose $\psi \in C^2$ is a decreasing convex function satisfying the HJB equation (3.1) subject to the boundary conditions

$$\psi(0) = 1, \quad \psi(\infty) = 0.$$ 

Then the minimal ruin probability $\Psi(x)$ given by (2.1) coincides with $\psi$. Furthermore, if $\pi^* = (a^*, \theta^*)$ satisfies

$$0 = \left[c - (1 - a^*)c_1 + (\theta^*)^T \mu\right] \psi'(x) + \frac{1}{2} \left(\beta^2 + 2\beta(\theta^*)^T \sigma \rho + (\theta^*)^T \Sigma \theta^*\right)\psi''(x)$$

$$+ \lambda \int_0^\infty \left[\psi(x - a^* y) - \psi(x)\right] F(dy) \quad \text{when } 0 \leq x < \infty,$$

then the policy $\pi^*$ is an optimal policy, that is, $\psi(x) = \Psi(x) = \Psi(x, \pi^*)$.

4. Ruin probability and optimal policy

In this section we discuss the ruin probability and optimal policy for the insurance company.

By Theorem 3.1, we know that the minimal ruin probabilities and optimal policy satisfy the HJB equation (3.1).

It is obvious that $\Psi(0) = 1$ due to the fluctuation property of the Brownian motion. From Equation (3.1) we know the optimal investment policy is given by

$$\theta^*(t) = -\Sigma^{-1}\mu \frac{\Psi'(x)}{\Psi''(x)} - \beta(\sigma^{-1})^T \rho.$$ 

For $\Psi(0) = 1$, we assume that the solution of Equation (3.1) is given by

$$\Psi(x) = e^{-rx} \quad \text{for } x \geq 0. \quad (4.1)$$

The optimal investment policy is then given by

$$\theta^*(t) = \frac{1}{r} \Sigma^{-1}\mu - \beta(\sigma^{-1})^T \rho. \quad (4.2)$$

On substitution from (4.1) and (4.2) into (3.1), we have after simplification

$$0 = \inf_{a \in [\bar{a}, 1]} \{ f(a) \}, \quad (4.3)$$
where
\[
f(a) = -cr + (1 - a)r_c + \frac{r}{2} \beta \rho^T \sigma^{-1} \mu - \frac{1}{2} \mu^T (\Sigma^{-1})^T \mu + \frac{r^2}{2} (1 - \rho^T \rho) \\
+ \frac{r}{2} \beta \mu^T (\sigma^{-1})^T \rho + \lambda \int_0^\infty (e^{\gamma y} - 1) F(dy).
\]

By setting \( df(a)/da = 0 \), we have that
\[
c_1 = \lambda \int_0^\infty ye^{\gamma y} F(dy) = \lambda h'(ar).
\] (4.4)

Let \( \eta = ar \). Then Equation (4.4) becomes
\[
h'(\eta) = \frac{c_1}{\lambda}.
\] (4.5)

By the properties of \( h \), we know that Equation (4.5) has a unique positive solution \( \delta \).

**Lemma 4.1.** If \( \delta \) is the unique positive solution of Equation (4.5), then \( c_1 \delta \geq \lambda h(\delta) \).

**Proof.** Let \( g(r) = c_1 r - \lambda h(r) \). Then we have \( g'(r) = c_1 - \lambda h'(r) \), and
\[
g''(r) = -\lambda h''(r) = -\lambda \mathbb{E}[Y^2 e^\gamma Y] \leq 0.
\]

By (4.5), we know that \( g'(\delta) = 0 \), so we have \( g(\delta) \geq g(0) \), that is, \( c_1 \delta \geq \lambda h(\delta) \). \( \Box \)

Now let \( a \) be the root of the equation \( df(a)/da = 0 \), so \( \delta = ar \). Substituting \( r = \delta/a \) into (4.3), we obtain
\[
\left( \frac{1}{2} \gamma^T \gamma - \lambda h(\delta) + c_1 \delta \right) a^2 + \left( c_1 \delta - c_1 \delta - \frac{\beta}{2} \delta \rho^T \gamma - \frac{\beta}{2} \delta \gamma^T \rho \right) a \\
- \frac{\beta^2}{2} (1 - \rho^T \rho) \delta^2 = 0.
\] (4.6)

By Lemma 4.1, the positive solution of Equation (4.6) is given by
\[
a(\delta) = \frac{(c_1 - c + \frac{1}{2} \beta \rho^T \gamma + \frac{1}{2} \beta \gamma^T \rho) \delta}{2(c_1 \delta + \frac{1}{2} \gamma^T \gamma - \lambda h(\delta))} \\
+ \sqrt{\left( c_1 - c + \frac{1}{2} \beta \rho^T \gamma + \frac{1}{2} \beta \gamma^T \rho \right)^2 \delta^2 + 2 \beta^2 \delta^2 (1 - \rho^T \rho)} \left[ c_1 \delta + \frac{1}{2} \gamma^T \gamma - \lambda h(\delta) \right] \\
2 \left( c_1 \delta + \frac{1}{2} \gamma^T \gamma - \lambda h(\delta) \right)
\]

and the optimal proportional reinsurance policy is given by
\[
a^* = a(\delta) \land 1.
\] (4.7)
On substituting (4.7) into (4.3) and simplifying, we have that \( r \) satisfies
\[
\frac{\beta^2}{2}(1 - \rho^T \rho)r^2 + \left( \frac{1}{2} \beta \gamma^T \rho + \frac{1}{2} \beta \rho^T \gamma - c + c_1 \right)r - c_1 \delta - \frac{1}{2} \gamma^T \gamma + \lambda h(\delta) = 0
\]
for \( a^* < 1 \) and
\[
\frac{\beta^2}{2}(1 - \rho^T \rho)r^2 + \left( \frac{1}{2} \beta \gamma^T \rho + \frac{1}{2} \beta \rho^T \gamma - c \right)r - \frac{1}{2} \gamma^T \gamma + \lambda h(r) = 0 \quad \text{for} \ a^* = 1.
\]

From the above discussion, we obtain the following theorem.

**Theorem 4.2.** Let \( \delta \) be the positive solution of the equation \( h'(\delta) = c_1/\lambda \), and
\[
a(\delta) = \frac{(c_1 - c + \frac{1}{2} \beta \rho^T \gamma + \frac{1}{2} \beta \gamma^T \rho)\delta}{2(c_1\delta + \frac{1}{2} \gamma^T \gamma - \lambda h(\delta))}
\]
\[
+ \sqrt{\left( c_1 - c + \frac{1}{2} \beta \rho^T \gamma + \frac{1}{2} \beta \gamma^T \rho \right)^2 \delta^2 + 2\beta^2 \delta^2(1 - \rho^T \rho) \left[ c_1\delta + \frac{1}{2} \gamma^T \gamma - \lambda h(\delta) \right]}
\]
\[
2 \left( c_1\delta + \frac{1}{2} \gamma^T \gamma - \lambda h(\delta) \right).
\]

Then the optimal policy to minimize the ruin probability is
\[
\theta^* = \frac{1}{R} \Sigma^{-1} \mu - \beta(\sigma^{-1})^T \rho \quad \text{and} \quad a^* = a(\delta) \wedge 1,
\]
and the minimal ruin probability is given by
\[
\Psi(x) = e^{-Rx},
\]
where \( R \) satisfies the following conditions.

(i) If \( a^* < 1 \), then \( R \) is the unique positive solution of the equation
\[
\frac{\beta^2}{2}(1 - \rho^T \rho)r^2 + \left( \frac{1}{2} \beta \gamma^T \rho + \frac{1}{2} \beta \rho^T \gamma - c + c_1 \right)r - c_1 \delta - \frac{1}{2} \gamma^T \gamma + \lambda h(\delta) = 0.
\]

(ii) If \( a^* = 1 \), then \( R \) is the unique positive solution of the equation
\[
\frac{\beta^2}{2}(1 - \rho^T \rho)r^2 + \left( \frac{1}{2} \beta \gamma^T \rho + \frac{1}{2} \beta \rho^T \gamma - c \right)r - \frac{1}{2} \gamma^T \gamma + \lambda h(r) = 0.
\]

**Remark 2.** In Liang and Guo [11], the weaker result is obtained where the minimal ruin probability is bounded above by \( \Psi(x) \leq e^{-R_{J,x}} \).
5. Numerical results and economic analysis

In this section, we present some illustrative numerical results. For simplicity, we assume that there is only one risky asset, that is, \( n = 1 \). We study the relationships between the minimal ruin probability and the investment, the reinsurance, the diffusion volatility parameter, the correlation coefficient and the market price of risk. We also investigate the effects of the diffusion volatility parameter, the correlation coefficient and the market price of risk on the optimal investment and proportional reinsurance policy through numerical calculations.

Suppose that the claim sizes are exponentially distributed with parameter \( \alpha \), that is, the density function is \( f(y) = \alpha e^{-\alpha y} \), where \( y \geq 0 \). Then,

\[
h(r) = \alpha \int_0^\infty e^{ry} e^{-\alpha y} \, dy - 1 = \frac{r}{\alpha - r}.
\]

Therefore, by \( h'(\delta) = c_1/\lambda \), we get the unique positive solution \( \delta = \alpha - \sqrt{\alpha \lambda / c_1} \) and

\[
a(\delta) = \frac{(c_1 - c + (\beta \mu \rho / \sigma))\delta}{2(c_1 \delta + (\mu^2 / 2\sigma^2) - (\lambda \delta / (\alpha - \delta)))} + \frac{\sqrt{(c_1 - c + (\beta \mu \rho / \sigma))^2 \delta^2 + 2\beta^2 \delta^2 (1 - \rho^2) [c_1 \delta + (\mu^2 / 2\sigma^2) - (\lambda \delta / (\alpha - \delta))]}^2}{2(c_1 \delta + (\mu^2 / 2\sigma^2) - (\lambda \delta / (\alpha - \delta)))}.
\]

The optimal policy to minimize the ruin probability is

\[
\theta^* = \frac{\mu}{R\sigma^2} - \frac{\beta \rho}{\sigma}
\]

and

\[
a^* = a(\delta) \land 1,
\]

and the minimal ruin probability is given by

\[
\Psi(x) = e^{-Rx},
\]

where \( R \) is the unique positive solution of the equation

\[
\frac{\beta^2}{2}(1 - \rho^2)r^2 + \left( \frac{\beta \mu \rho}{\sigma} - c + c_1 \right) r - c_1 \delta - \frac{\mu^2}{2\sigma^2} + \frac{\lambda \delta}{\alpha - \delta} = 0 \quad \text{for} \ a^* < 1
\]
or

\[
\frac{\beta^2}{2}(1 - \rho^2)r^2 + \left( \frac{\beta \mu \rho}{\sigma} - c \right) r - \frac{\mu^2}{2\sigma^2} + \frac{\lambda r}{\alpha - r} = 0 \quad \text{for} \ a^* = 1.
\]

For the classical compound Poisson risk model that is perturbed by diffusion,

\[
R(t) = x + ct - \sum_{k=1}^{N(t)} Y_i + \beta \tilde{W}(t),
\]
Ruin probabilities under an optimal policy

we know by Dufresne and Gerber [4] or Wang and Wu [21] that the ruin probability satisfies
\[
\Psi(x) = C_1e^{-r_1x} + C_2e^{-r_2x},
\]
where
\[
C_1 = \frac{\beta^2 r_2^2 - 2r_2 c}{\beta^2(r_2^2 - r_1^2) - 2c(r_2 - r_1)}, \quad C_2 = -\frac{\beta^2 r_1^2 - 2r_1 c}{\beta^2(r_2^2 - r_1^2) - 2c(r_2 - r_1)},
\]
\[
\begin{align*}
 r_1 &= \frac{1}{\beta^2} \left[ \frac{1}{2} \alpha \beta^2 + c - \sqrt{\left(\frac{1}{2} \alpha \beta^2 - c\right)^2 + 2\lambda \beta^2} \right] \\
 r_2 &= \frac{1}{\beta^2} \left[ \frac{1}{2} \alpha \beta^2 + c + \sqrt{\left(\frac{1}{2} \alpha \beta^2 - c\right)^2 + 2\lambda \beta^2} \right].
\end{align*}
\]

Some examples are considered below. Examples 1–6 have the common feature that \(\alpha = 0.5\), \(c = 5\) and \(\lambda = 2\).

5.1. Examples with \(x = 10\) and \(\rho = 0\)

Example 1. We further assume that \(\mu = 0.10\) and \(\sigma = 0.20\) for \(\beta \in [1, 5]\) and calculate some ruin probabilities. We assume that \(c_1 = 5\) and calculate the value of \(\Psi_1(x)\) and \(\Psi(x)\) by (5.3) and (5.4), respectively, and assume that \(c_1 = 10\) to calculate \(\Psi_2(x)\) by (5.3). The results are presented in Figure 1.

From Figure 1, we know that \(\Psi_1(x) < \Psi(x)\) and \(\Psi_2(x) < \Psi(x)\). That is, if the insurance company invests part of the surplus in risky assets and purchases proportional reinsurance for claims, no matter what the reinsurance policy (cheap or noncheap), it is possible to decrease the risk of ruin of the insurance company. We also observe that \(\Psi_1(x) < \Psi_2(x)\), that is, the greater the reinsurance premium, the larger the minimal ruin probability, and as the cost of reinsurance increases it is natural to increase the risk of ruin. If we consider the minimal ruin probability as a function of \(\beta\),
then from Figure 1 we see that the minimal ruin probability is an increasing function of $\beta$, no matter what the reinsurance policy. As $\beta$ increases, the uncertainty risk of the insurance company will increase, so the risk of ruin will increase.

**Example 2.** We further assume that $\beta = 3$ for the market price of risk $\gamma = \mu/\sigma \in [0, 0.8]$. We calculate the value of the ruin probability $\Psi(x)$ by (5.3) for $c_1 = 5$ and $c_1 = 10$ and present the results in Figure 2.

If we consider the minimal ruin probability as a function of the market price of risk $\gamma$, then from Figure 2 we see that the minimal ruin probability is a decreasing function of $\gamma$, no matter what the reinsurance policy. This simply states that as $\gamma$ increases, the risk of ruin of the insurance company will decrease. The reason for this is that as $\gamma$ increases, that is, the return of the unit risk is larger, the insurance company can obtain a greater yield from investment, so the risk of ruin will decrease.

**5.2. Examples with $\mu = 0.10$, $\rho = -0.5, 0, 0.5$ and $\sigma = 0.20$**

**Example 3.** We assume that $x = 10$ and $\beta \in [1.5, 3]$, and calculate the value of the ruin probability $\Psi(x)$ by (5.3) for $c_1 = 5$ and $c_1 = 10$. The results are presented in Figure 3.

If we consider the minimal ruin probability as a function of the correlation coefficient $\rho$, then from Figure 3 we observe that the minimal ruin probability is an increasing function of $\rho$, no matter what the reinsurance policy. If $\rho$ is positive, then the risk of investment and the risk of the diffusion will aggregate; therefore, the total risk of the insurance company will increase, so the risk of ruin will increase. If $\rho$ is negative, then the risk of investment and the risk of diffusion will change in the opposite direction; therefore, the total risk of the insurance company will decrease, so the risk of ruin will decrease.

**Example 4.** We assume that $\beta \in [0.5, 3]$ and calculate the optimal investment policy $\theta^*$ by (5.1) for $c_1 = 5$ and $c_1 = 10$. The results are presented in Figure 4.
If we consider the optimal investment policy as a function of the diffusion volatility parameter $\beta$, then from Figure 4 we observe that the optimal investment policy is an increasing function of $\beta$, no matter what the reinsurance policy. If we consider the optimal investment policy as a function of the correlation coefficient $\rho$, then from Figure 4 we see that the optimal investment policy is a decreasing function of the correlation coefficient $\rho$, no matter what the reinsurance policy. From Figure 4, we also know that the optimal investment policy is an increasing function of the reinsurance premium. This simply states that as the price of reinsurance increases, the insurer should invest more money in risky assets.

**Example 5.** We assume that $\beta \in [1, 5]$ and calculate the optimal proportional reinsurance policy $a^*$ by (5.2) for $c_1 = 5$ and $c_1 = 10$. The results are presented in Figure 5.
If we consider the optimal retention level as a function of the diffusion volatility parameter $\beta$, then from Figure 5 we observe that the optimal retention level is an increasing function of $\beta$ for any reinsurance policy. If we consider the optimal retention level as a function of the correlation coefficient $\rho$ then from Figure 5 we see that the optimal retention level is an increasing function of $\rho$ for any reinsurance policy. At the same time, from Figure 5 we also know that the optimal retention level is an increasing function of the reinsurance premium, and as the cost of reinsurance increases it is natural for the insurer to retain a greater share of each claim.

**Example 6.** We assume that $\beta = 2$ and $\gamma \in [0, 0.8]$, and calculate the optimal proportional reinsurance policy $a^*$ by (5.2) for $c_1 = 5$ and $c_1 = 10$. The results are presented in Figure 6.
From Figure 6, we see that as the market price of risk γ is large, then the optimal retention level will decrease when γ increases for any reinsurance policy.
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