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Abstract

We consider a bilinear optimal control problem for a von Kármán plate equation. The control is a function of the spatial variables and acts as a multiplier of the velocity term. We first state the existence of solutions for the von Kármán equation and then derive optimality conditions for a given objective functional. Finally, we show the uniqueness of the optimal control.
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1. Introduction

We consider the following von Kármán plate equation:

\[ w_{tt} + \Delta^2 w + b(x, y)w_t = a[w, F(w)] \quad \text{in} \ Q = \Omega \times (0, T), \]
\[ w(\cdot, 0) = w_0, \quad w_t(\cdot, 0) = w_1 \quad \text{in} \ \Omega, \]
\[ w = \frac{\partial w}{\partial \nu} = 0 \quad \text{on} \ \Sigma_0 = \Gamma_0 \times (0, T), \]
\[ \Delta w + (1 - \mu)B_1w = 0 \quad \text{on} \ \Sigma_1 = \Gamma_1 \times (0, T), \]
\[ \frac{\partial}{\partial \nu}(\Delta w) + (1 - \mu)B_2w = 0 \quad \text{on} \ \Sigma_1 = \Gamma_1 \times (0, T), \]

where \( \Omega \subset \mathbb{R}^2 \), \( \Omega \ni (x, y) \), is a bounded domain with sufficiently smooth boundary \( \partial \Omega \); \( \Gamma_0 \cup \Gamma_1 = \partial \Omega \), \( \Gamma_0 \cap \Gamma_1 = \emptyset \), \( \Gamma_0 \) and \( \Gamma_1 \) have positive measures; \( \nu = (\nu_1, \nu_2) \) is the outward unit normal vector on \( \partial \Omega \); the constant \( \mu \), \( 0 < \mu < 1/2 \), represents Poisson’s
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ratio; and

\[ B_1 w = 2\nu_1\nu_2 w_{xy} - \nu_1^2 w_{yy} - \nu_2^2 w_{xx}, \]
\[ B_2 w = \frac{\partial}{\partial\tau} [(\nu_1^2 - \nu_2^2) w_{xy} + \nu_1\nu_2 (w_{xy} - w_{xx})]. \]

The Airy stress function \( F(w) \) satisfies the elliptic problem

\[ \Delta^2 F(w) = -[w, w] \text{ in } \Omega, \quad F(w) = \frac{\partial}{\partial\nu} F(w) = 0 \text{ on } \Gamma = \partial\Omega, \]

where the von Kármán bracket \([w, \phi]\) is given by

\[ [w, \phi] \equiv w_{xx}\phi_{yy} + w_{yy}\phi_{xx} - 2w_{xy}\phi_{xy}. \]

Note that the von Kármán bracket is bilinear and symmetric. We take as our objective functional

\[ J(w, b) = \frac{1}{2} \int_Q (w - z)^2 \, dQ + \frac{\beta}{2} \int_\Omega b(x, y)^2 \, d\Omega, \]

where \( z \in L^2(Q) \) is the desired evolution for the plate, the quadratic term in \( b \) represents the cost of implementing the control belonging in

\[ U_M = \{ b \in L^\infty(\Omega) : -M \leq b(x, y) \leq M \}, \quad M > 0, \]

with weighting factor \( \beta > 0 \), and \( w \) is a solution of (1.1)–(1.5) with respect to a given control \( b(x, y) \). It is easily shown that \( U_M \) is a closed and convex subset of \( L^\infty(\Omega) \). For convenience, we assume that \( z \in C([0, T]; L^2(\Omega)) \) and \( z_t \in C([0, T]; L^2(\Omega)) \).

We consider the optimal control problem

\[ \text{minimize} \{ J(w, b) : b \in U_M \}. \quad (1.6) \]

Our purpose is to give some existence results of solutions for the von Kármán plate system (1.1)–(1.5) with \( \alpha = 1 \), seek an optimal control \( b^* \in U_M \) satisfying the optimal control problem (1.6), and derive some necessary optimality conditions for the optimal control pair \((w^*, b^*)\), where \( w^* \) is the solution of (1.1)–(1.5) with respect to an optimal control \( b^* \). From the physical point of view, \( w \) in equation (1.1) denotes the transversal displacement and the Airy stress function \( F(w) \) a vibrating plate.

Recently, some authors have studied a variety of von Kármán models [6–9, 11, 14, 15]. Favini et al. [8] proved global existence and uniqueness of weak solutions as well as the regularity of solutions to (1.1)–(1.2) for \( b(x, y) \equiv 0 \) with nonlinear boundary dissipation by using ‘sharp’ regularity of the Airy stress function (see Lemma 2.1). This regularity is critical to prove the uniqueness of weak solutions. Indeed, the standard regularity result [10, 12] says that if \( w \in H^2(\Omega) \) then \( F(w) \in H^{3-\epsilon} (\epsilon > 0) \). This regularity does not imply that \( F(w) \in W^{2,\infty}(\Omega) \). Thus, the uniqueness of weak solutions for von Kármán systems had been an open problem until sharp regularity [6, 8, 9] was

On the other hand, bilinear control problems were first studied by Bradley et al. [4, 5]. Bradley and Lenhart [4] considered a bilinear spatial control problem (1.6) subject to Kirchhoff plate equations (1.1)–(1.5) with \( \alpha = 0 \), and then in collaboration with Yong [5] treated the case of \( b(t)w_t \) in equation (1.1) with \( \alpha = 0 \). Motivated by their results, in this paper we consider a bilinear spatial control problem (1.6) with respect to a von Kármán plate system (1.1)–(1.5). It is a feature of our paper that the differentiability of the Airy stress function \( F(\cdot) \) is established and the adjoint equations for von Kármán equations of the form (1.1)–(1.5) are introduced. It is very important to observe that as far as we know, few optimal control problems for von Kármán models have been considered in the literature as in the present paper.

The paper is organized as follows. We introduce the relevant results for the Airy stress function and von Kármán bracket and the existence of a weak solution to (1.1)–(1.5) in Section 2. We prove the existence of an optimal control pair for (1.6) in Section 3, and then derive the necessary optimality conditions and prove the uniqueness of the optimal control in Section 4 by following similar ideas to Bradley et al. [4, 5].

### 2. Existence of a weak solution

Throughout the paper we denote

\[
W = \left\{ w \in H^2(\Omega) : w = \frac{\partial w}{\partial n} = 0 \text{ on } \Gamma_0 \right\}, \quad \tilde{W} = \left\{ w \in H^2(\Omega) : w = \frac{\partial w}{\partial n} = 0 \text{ on } \Gamma_1 \right\},
\]

\[
(w, \phi) = \int_{\Omega} w(x, y)\phi(x, y) \, d\Omega, \quad \|w\|^2_{L^2(\Omega)} = \int_{\Omega} w(x, y)^2 \, d\Omega.
\]

Here \( \| \cdot \|_{X} \) denotes the norm on a Banach space \( X \). For simplicity, we denote \( \| \cdot \|_{L^2(\Omega)} \) by \( \| \cdot \| \). Define the bilinear symmetric form

\[
a(w, \phi) = \int_{\Omega} \left[ \Delta w \Delta \phi + (1 - \mu)(2w_{xy}\phi_{xy} - w_{xx}\phi_{yy} - w_{yy}\phi_{xx}) \right] \, d\Omega
\]

\[
= \int_{\Omega} \left[ w_{xx}\phi_{xx} + w_{yy}\phi_{yy} + \mu(w_{xx}\phi_{yy} + w_{yy}\phi_{xx}) + 2(1 - \mu)w_{xy}\phi_{xy} \right] \, d\Omega.
\]

We know [10] that \( a(w, w) \) is equivalent to the \( H^2(\Omega) \) norm on \( W \), that is,

\[
c\|w\|^2_{H^2(\Omega)} \leq a(w, w) \leq C\|w\|^2_{H^2(\Omega)} \quad \text{for all } w \in W.
\]

(2.1)

Here and in the sequel, \( c \) and \( C \) denote generic positive constants.

We introduce the relevant results for the Airy stress function and von Kármán bracket.

**Lemma 2.1** [8, Theorem 5.1]. If \( w \in H^2(\Omega) \) then \( \|F(w)\|_{W^{2,\infty}(\Omega)} \leq c\|w\|^2_{H^2(\Omega)} \).
**Lemma 2.2** [6, p. 206]. For \( w \in H^2(\Omega), \phi \in \overline{W} \) and \( v \in W \),

\[
\int_\Omega [w, \phi] v d\Omega = \int_\Omega [w, v] \phi d\Omega.
\]

**Lemma 2.3** [8, p. 270]. If \( w \in H^2(\Omega) \) and \( \phi \in W^{2,\infty}(\Omega) \) then

\[
\|\langle w, \phi \rangle\| \leq c\|w\|_{H^2(\Omega)}\|\phi\|_{W^{2,\infty}(\Omega)}.
\]

**Lemma 2.4** [3, Proposition 2.4]. If \( w_n \to w \) weakly in \( H^2(\Omega) \) then \( F(w_n) \to F(w) \) weakly in \( H^2_0(\Omega) \).

**Definition 2.5.** Given \( b \in U_M, w_0 \in W \) and \( w_1 \in L^2(\Omega) \), \( w \) is said to be a weak solution to (1.1)–(1.5) if \( w \in C([0, T]; W) \cap C^1([0, T]; L^2(\Omega)) \) and \( w \) satisfies

\[
\int_0^T \{ \langle w_t, \phi \rangle + a(w, \phi) + (bw_t, \phi) \} dt = \int_0^T (\langle w, F(w) \rangle, \phi) dt \quad \text{for all } \phi \in W, \quad (2.2)
\]

\[w(0) = w_0, \quad w_t(0) = w_1,\]

where \( \langle \cdot, \cdot \rangle \) denotes the duality pairing between \( H^2(\Omega) \) and its dual space \( (H^2(\Omega))^\prime \).

The following regularity result for solutions of (1.1)–(1.5) is given by Cheushov and Lasiecka [6]: given initial data \( w_0 \in H^4(\Omega) \cap W \), satisfying the compatibility conditions

\[
\Delta w_0 + (1 - \mu)B_1 w_0 = 0 \quad \text{on } \Gamma_1, \quad \frac{\partial}{\partial \nu}(\Delta w_0) + (1 - \mu)B_2 w_0 = 0 \quad \text{on } \Gamma_1,
\]

on the boundary, there exists a unique regular solution \( w \) to (1.1)–(1.5) such that \( w \in C([0, T]; H^4(\Omega) \cap W) \), \( w_t \in C([0, T]; H^2(\Omega)) \).

**Theorem 2.6.** For any \( w_0 \in W, w_1 \in L^2(\Omega) \) and \( b \in U_M \), there exists a unique weak solution \( w \) to (1.1)–(1.5) and \( w \) satisfies the following estimate:

\[
\|w(t)\|_{H^2(\Omega)}^2 + \|w_t(t)\|^2 \leq C(\|w_0\|_{H^2(\Omega)}, \|w_1\|) \exp(2MT), \quad (2.3)
\]

where \( C(\|w_0\|_{H^2(\Omega)}, \|w_1\|) \) is a constant depending on the values \( \|w_0\|_{H^2(\Omega)} \) and \( \|w_1\| \).

**Proof.** The proof is similar to that of Theorem 1.1 in the paper by Horn and Lasiecka [9]. \( \square \)

### 3. Existence of an optimal control

**Theorem 3.1.** There exists an optimal control \( b^* \in U_M \) which minimizes the objective functional \( J(w, b) \) over \( b \) in \( U_M \).

**Proof.** Let \( \{b^n\} \) be a minimizing sequence in \( U_M \), that is,

\[
d \leq J(w^n, b^n) = \frac{1}{2} \int_0^T \|w^n - z\|^2 dt + \frac{\beta}{2} \int_\Omega b^n(x, y)^2 d\Omega \leq d + \frac{1}{n}, \quad (3.1)
\]
where \( w^n \) is the weak solution of (1.1)–(1.5). Note that \( 0 \leq d < \infty \). By Theorem 2.6, we know that
\[
\|w^n(t)\|_{H^2(\Omega)}^2 + \|w_t^n(t)\|_{L^2(\Omega)}^2 \leq C(\|w_0\|_{H^2(\Omega)}, \|w_1\|) \exp(2MT).
\tag{3.2}
\]
From (1.1) and (3.2), we conclude that
\[
\|w^n\|_{H^2(\Omega)} \leq C(\|w_0\|_{H^2(\Omega)}, \|w_1\|) \exp(2MT).
\tag{3.3}
\]
From (3.1)–(3.3) we have, along a subsequence,
\[
\begin{align*}
& w^n \rightharpoonup w^* \text{ weakly in } L^\infty(0, T; H^2(\Omega)), \\
& w^n_t \rightharpoonup w^*_t \text{ weakly in } L^\infty(0, T; L^2(\Omega)), \\
& w^n_{tt} \rightharpoonup w^*_{tt} \text{ weakly in } L^\infty(0, T; (H^2(\Omega))'), \\
& b^n \rightharpoonup b^* \text{ weakly in } L^2(\Omega).
\end{align*}
\tag{3.6}
\]
Since \( U_M \) is a closed and convex subset of \( L^\infty(\Omega) \subset L^2(\Omega) \), \( U_M \) is weakly closed in \( L^2(\Omega) \). Hence, we obtain \( b^* \in U_M \subset L^2(\Omega) \). On the other hand, the fact that \( -M \leq b^n(x, y) \leq M \) for all \( n \) gives \( b^n \rightharpoonup b^{**} \) weakly star in \( L^\infty(\Omega) \), and hence \( b^n \rightharpoonup b^{**} \) weakly in \( L^2(\Omega) \). By the uniqueness of the weak limit, we obtain \( b^* = b^{**} \) and \( b^* \in U_M \subset L^\infty(\Omega) \).

Noting that
\[
w^n(t) \rightharpoonup w^*(t) \text{ weakly in } H^2(\Omega) \text{ for almost all } t,
\tag{3.7}
\]
we obtain from Lemma 2.4 that
\[
F(w^n(t)) \rightharpoonup F(w^*(t)) \text{ weakly in } H_0^2(\Omega) \text{ for almost all } t.
\tag{3.8}
\]
Since \( \dim \Omega = 2 \) and (3.8) holds, by Sobolev embedding \([1]\), \( F(w^n(t)) \rightharpoonup F(w^*(t)) \) strongly in \( C(\Omega) \subset L^\infty(\Omega) \). This and (3.7) imply
\[
\lim_{n \to \infty} \int_\Omega [w^n(t), \phi] d\Omega = \int_\Omega [w^*(t), \phi] d\Omega \quad \text{for all } \phi \in W,
\]
that is, \( [w^n(t), \phi] \) converges to \([w^*(t), \phi] \) in \( L^1(\Omega) \). Consequently,
\[
\lim_{n \to \infty} \int_\Omega [w^n(t), F(w^n(t))]\phi d\Omega = \lim_{n \to \infty} \int_\Omega [w^n(t), \phi]F(w^n(t)) d\Omega
= \int_\Omega [w^*(t), \phi]F(w^*(t)) d\Omega
= \int_\Omega [w^*(t), F(w^*(t))]\phi d\Omega \quad \text{for all } \phi \in W.
\tag{3.9}
\]
Now we show that
\[
\lim_{n \to \infty} \int_0^T (b^n w^n_t(t), \phi) dt = \int_0^T (b^* w^*_t(t), \phi) dt \quad \text{for all } \phi \in W.
\tag{3.10}
\]
by using the method of Theorem 3.1 in the paper by Bradley and Lenhart \([4]\). For this, we take \(\xi \in C^1([0, T])\) and let \(\phi(t) = \xi(t)\phi\) for \(\phi \in W\). Then

\[
\int_0^T (b^n w^n_t(t), \phi(t)) \, dt = -\int_0^T (b^n w^n(t), \phi_t(t)) \, dt + (b^n w^n(T), \phi(T)) - (b^n w_0, \phi(0)).
\]

The convergence results (3.4) and (3.5) and the fact that the embedding \(H^2(\Omega) \hookrightarrow \mathcal{L}^2(\Omega)\) is compact yield

\[
w^n \to w^* \text{ strongly in } C([0, T]; \mathcal{L}^2(\Omega)).
\]

(This result is proved after some modifications for measure zero by Lions and Magenes \([13]\).) Noting that \(\phi \in W \subset C(\Omega)\) and using the convergence results (3.6) and (3.12), we take the limit \(n \to \infty\) in (3.11) and obtain

\[
\lim_{n \to \infty} \int_0^T (b^n w^n_t(t), \phi(t)) \, dt = -\int_0^T (b^* w^*(t), \phi_t(t)) \, dt + (b^* w^*(T), \phi(T)) - (b^* w_0, \phi(0))
\]

\[
= \int_0^T (b^* w^*_t(t), \phi(t)) \, dt.
\]

This implies (3.10). Hence, using \(w^n\) instead of \(w\) and taking the limit \(n \to \infty\) in (2.2) and using (3.4)–(3.6), (3.9) and (3.10), we obtain

\[
\int_0^T \{ \langle w^n_t, \phi \rangle + a(w^n, \phi) + (b^n w^n, \phi) \} \, dt = \int_0^T \{ [w^*, F(w^*)], \phi \} \, dt \quad \text{for all } \phi \in W.
\]

Now, taking the limit \(n \to \infty\) in (3.1) and noting that the objective functional \(J(\cdot, \cdot)\) is weakly lower semicontinuous, we obtain \(J(w^*, b^*) = d\). This completes the proof. \(\square\)

### 4. Characterization of the optimal controls

Define an operator \(G\) by

\[
Gf = g \quad \text{if and only if} \quad \Delta^2 g = f \text{ in } \Omega, \quad g = \frac{\partial g}{\partial \nu} = 0 \text{ on } \Gamma.
\]

One notes that \(G[w, w] = -F(w)\) for \(w \in H^2(\Omega)\).

**Proposition 4.1** [8, Theorem 5.1]. The following hold:

(i) The map \((w, u) \mapsto G[w, u]\) is bilinear and bounded from \(H^2(\Omega) \times H^2(\Omega)\) to \(H^3(\Omega) \cap W^{2,\infty}(\Omega) \cap W^{1,1}(\bar{\Omega})\), \(\bar{\Omega} \subset \Omega\).

(ii) The map \((w, u, \phi) \mapsto [w, G[u, \phi]]\) is trilinear and bounded from \(H^2(\Omega) \times H^2(\Omega) \times L^2(\Omega)\) to \(L^2(\Omega)\).

**Lemma 4.2.** For \(f \in C^1([0, T]; H^{-2}(\Omega))\),

\[
\frac{d}{dt} G(f) = G\left( \frac{d}{dt} f \right).
\]
Proof. Let \( f \in C^1([0, T]; H^{-2}(\Omega)) \) and \( g = G(f) \), that is,
\[
\Delta^2 g(t) = f(t) \text{ in } \Omega \quad \text{and} \quad g(t) = \frac{\partial g}{\partial \nu} = 0 \text{ on } \Gamma.
\]
Then
\[
\Delta^2 \left( \lim_{h \to 0} \frac{1}{h} (g(t + h) - g(t)) \right) = \lim_{h \to 0} \frac{1}{h} \Delta^2 (g(t + h) - g(t)) = \lim_{h \to 0} \frac{1}{h} (f(t + h) - f(t)) = f_t.
\]
In the first equality we used the fact that the biharmonic operator \( \Delta^2 \) is an isomorphism from \( \{w \in H^2(\Omega) : w = \partial w/\partial \nu = 0\} \) onto \( H^{-2}(\Omega) \) [2]. This implies \( G(f_t) = g_t = d/dtG(f) \).

Lemma 4.3. The Airy stress function \( F(\cdot) \) is Gâteaux differentiable with respect to \( w \in H^2(\Omega) \) in the direction \( u \in H^2(\Omega) \). Denoting the Gâteaux derivative of \( F(w) \) by \( \nabla F(w; u) \), we have \( \nabla F(w; u) = -2G[w, u] \).

Proof. Let \( w, u \in H^2(\Omega) \) and \( \epsilon > 0 \). Then
\[
\lim_{\epsilon \to 0} \Delta^2 \left( \frac{F(w + \epsilon u) - F(w)}{\epsilon} \right) = -\lim_{\epsilon \to 0} \frac{1}{\epsilon} ([w + \epsilon u, w + \epsilon u] - [w, w]) = -\lim_{\epsilon \to 0} \frac{1}{\epsilon} [2w + \epsilon u, \epsilon u] = -2[w, u]. \tag{4.2}
\]
The fact that the biharmonic operator \( \Delta^2 \) is an isomorphism from \( \{w \in H^2(\Omega) : w = \partial w/\partial \nu = 0\} \) onto \( H^{-2}(\Omega) \) [2] yields
\[
\lim_{\epsilon \to 0} \Delta^2 \left( \frac{F(w + \epsilon u) - F(w)}{\epsilon} \right) = \Delta^2 \left( \lim_{\epsilon \to 0} \frac{F(w + \epsilon u) - F(w)}{\epsilon} \right).
\]
Hence we conclude from (4.2) that \( F(\cdot) \) is Gâteaux differentiable at \( w \in H^2(\Omega) \) in the direction \( u \in H^2(\Omega) \), and the derivative is \( \nabla F(w; u) = -2G[w, u] \).

Lemma 4.4. The following hold:

(i) The solution map \( b \in U_M \mapsto w(b) \in C([0, T]; W) \cap C^1([0, T]; L^2(\Omega)) \) is continuous.

(ii) The solution map is differentiable in the sense that
\[
\frac{w(b + \epsilon b) - w(b)}{\epsilon} \to \psi \text{ weakly star in } L^\infty(0, T; W),
\]
\[
\frac{w_t(b + \epsilon b) - w_t(b)}{\epsilon} \to \psi_t \text{ weakly star in } L^\infty(0, T; L^2(\Omega)),
\]
as $\epsilon \to 0$, for any $b$, $b + \epsilon l \in U_M$. Moreover, $\psi$ is a weak solution to the following system:

$$
\begin{align*}
\psi_{tt} + \Delta^2 \psi + b \psi_t + lw_t &= [\psi, F(w)] - 2[w, G[w, \psi]] \quad \text{in } Q, \\
\psi(0) = \psi_t(0) = 0 &\quad \text{in } \Omega, \\
\frac{\partial \psi}{\partial \nu} = 0 &\quad \text{on } \Sigma_0, \\
\Delta \psi + (1 - \mu)B_1 \psi &= 0 &\quad \text{on } \Sigma_1, \\
\frac{\partial}{\partial \nu}(\Delta \psi) + (1 - \mu)B_2 \psi &= 0 &\quad \text{on } \Sigma_1.
\end{align*}
$$

(4.3)

**Proof.** Let $\epsilon > 0$, $b, b + \epsilon l \in U_M$, $w^\epsilon = w(b + \epsilon l)$, $w = w(b)$ and $z^\epsilon = w^\epsilon - w$. Then $z^\epsilon$ is a weak solution of

$$
\begin{align*}
\frac{z_{tt}^\epsilon + \Delta^2 z^\epsilon + b z^\epsilon_t + lw^\epsilon_t}{\epsilon} &= [z^\epsilon, F(w^\epsilon)] + [w^\epsilon, F(w^\epsilon) - F(w)] \quad \text{in } Q, \\
\frac{z^\epsilon(0)}{\epsilon} &= \frac{z^\epsilon_t(0)}{\epsilon} = 0 &\quad \text{in } \Omega, \\
\mu \frac{\partial z^\epsilon}{\partial \nu} &= 0 &\quad \text{on } \Sigma_0, \\
\Delta z^\epsilon + (1 - \mu)B_1 z^\epsilon &= 0 &\quad \text{on } \Sigma_1, \\
\frac{\partial}{\partial \nu}(\Delta z^\epsilon) + (1 - \mu)B_2 z^\epsilon &= 0 &\quad \text{on } \Sigma_1.
\end{align*}
$$

(4.4)

In what follows, the actual calculations are performed on regular solutions with smooth and compatible initial data, and then final inequalities which are valid for all weak solutions are obtained via density arguments.

Multiplying the first equation of (4.4) by $z^\epsilon_t$ and integrating the result over $(0, t)$, we obtain

$$
\frac{1}{2} \|z^\epsilon_t\|^2 + \frac{1}{2} a(z^\epsilon, z^\epsilon) - \int_0^t \int_\Omega b(x, y)(z^\epsilon_t)^2 \, d\Omega \, ds
\leq -\epsilon \int_0^t \int_\Omega l(x, y)w^\epsilon_t z^\epsilon_t \, d\Omega \, ds
+ \int_0^t ([z^\epsilon, F(w^\epsilon)], z^\epsilon_t) \, ds + \int_0^t ([w, F(w^\epsilon) - F(w)], z^\epsilon_t) \, ds.
$$

(4.5)

Young’s inequality and (2.3) give

$$
\left| \int_0^t \int_\Omega b(x, y)(z^\epsilon_t)^2 \, d\Omega \, ds \right| \leq M \int_0^t \|z^\epsilon_t\|^2 \, ds,
$$

$$
\left| \epsilon \int_0^t \int_\Omega l(x, y)w^\epsilon_t z^\epsilon_t \, d\Omega \, ds \right| \leq \epsilon C(\|w_0\|_{H^2(\Omega)}, \|w_1\|) + \frac{\epsilon}{2} \int_0^t \|z^\epsilon_t\|^2 \, ds.
$$

Making use of Lemmas 2.1 and 2.2, inequality (2.3) and Young’s inequality, we obtain

$$
\left| \int_0^t ([z^\epsilon, F(w^\epsilon)], z^\epsilon_t) \, ds \right| \leq C \int_0^t \|z^\epsilon_t\|_{H^2(\Omega)} \|F(w^\epsilon)\|_{W^{2, \infty}(\Omega)} \|z^\epsilon_t\| \, ds
\leq C(\|w_0\|_{H^2(\Omega)}, \|w_1\|) \left( \int_0^t (\|z^\epsilon_t\|^2_{H^2(\Omega)} + \|z^\epsilon_t\|^2) \, ds \right).
$$
Noting that $F$ is locally Lipschitz and applying (2.3),

$$\left| \int_0^t ([w, F(w^\varepsilon) - F(w)], \varepsilon \psi_t^\varepsilon) \, ds \right| \leq C(\|w_0\|_{H^2(\Omega)}, \|w_1\|) \left( \int_0^t (\|\varepsilon \psi_t^\varepsilon\|_{H^2(\Omega)}^2 + \|\varepsilon \psi_{tt}^\varepsilon\|^2) \, ds \right).$$

Applying the four estimates above to (4.5), and also applying Gronwall’s inequality, we obtain

$$\|\varepsilon \psi_t^\varepsilon\|^2_{H^2(\Omega)} + \|\varepsilon \psi_{tt}^\varepsilon\|^2 \leq C(\|w_0\|_{H^2(\Omega)}, \|w_1\|) \exp(C(\|w_0\|_{H^2(\Omega)}, \|w_1\|, M)T).$$

This gives $\|\varepsilon \psi_t^\varepsilon\|^2_{H^2(\Omega)} + \|\varepsilon \psi_{tt}^\varepsilon\|^2 \to 0$ as $\varepsilon \to 0$. Hence, assertion (i) of the lemma is proved.

We now prove (ii). Let $\psi^\varepsilon = (w^\varepsilon - w)/\varepsilon$. Then $\psi^\varepsilon$ is a weak solution of

$$\begin{cases}
\partial_t^2 \psi^\varepsilon + \Delta^2 \psi^\varepsilon + b \psi_{t}^\varepsilon + lw_t^\varepsilon = [\psi^\varepsilon, F(w^\varepsilon)] + \left[ w, \frac{F(w^\varepsilon) - F(w)}{\varepsilon} \right] \quad \text{in } Q, \\
\psi^\varepsilon(0) = \psi_t^\varepsilon(0) = 0 \quad \text{in } \Omega, \quad \psi^\varepsilon = \frac{\partial \psi^\varepsilon}{\partial \nu} = 0 \quad \text{on } \Sigma_0, \\
\Delta \psi^\varepsilon + (1 - \mu) B_1 \psi^\varepsilon = 0 \quad \text{on } \Sigma_1, \\
\frac{\partial}{\partial \nu} (\Delta \psi^\varepsilon) + (1 - \mu) B_2 \psi^\varepsilon = 0 \quad \text{on } \Sigma_1.
\end{cases}$$

By the same argument as in the above computation, we derive

$$\|\psi^\varepsilon\|^2_{H^2(\Omega)} + \|\psi_{tt}^\varepsilon\|^2 \leq C(\|w_0\|_{H^2(\Omega)}, \|w_1\|) \exp(C(\|w_0\|_{H^2(\Omega)}, \|w_1\|, M)T).$$

This implies, along a subsequence,

$$\psi^\varepsilon \to \psi \text{ weakly star in } L^\infty(0, T; H^2(\Omega)),
\psi_t^\varepsilon \to \psi_t \text{ weakly star in } L^\infty(0, T; L^2(\Omega)).$$

Since the solution map is continuous and $F$ is Gâteaux differentiable (see Lemma 4.3), we obtain

$$\lim_{\varepsilon \to 0} \left( \left[ w, \frac{F(w^\varepsilon) - F(w)}{\varepsilon} \right], \varphi \right) = \left( [w, \nabla F(w; \psi)], \varphi \right) = \langle -2G[w, \psi], \phi \rangle. \quad (4.6)$$

By the same argument as in Theorem 3.1 and by using (4.6), we conclude that $\psi$ is a weak solution of (4.3).
**Lemma 4.5.** The following hold:

(i) Let \( b \in U_M, w \in C^1([0, T]; H^2(\Omega)) \) and \( f \in W^{1,2}(0, T; L^2(\Omega)) \) with \( f(0) \in L^2(\Omega) \) be given. Then the system

\[
\begin{aligned}
&\frac{p_{tt}}{\partial t} + \Delta^2 p - b p_t = [p, F(w)] - 2[G[w, p], w] + f \quad \text{in} \ Q, \\
&p(0) = p_t(0) = 0 \quad \text{in} \ \Omega, \\
p = \frac{\partial p}{\partial y} = 0 \quad \text{on} \ \Sigma_0, \\
\Delta p + (1 - \mu)B_1 p = 0 \quad \text{on} \ \Sigma_1, \\
\frac{\partial}{\partial y}(\Delta p)(1 - \mu)B_2 p = 0 \quad \text{on} \ \Sigma_1
\end{aligned}
\]  

(4.7)

has a unique regular solution \( p \in C([0, T]; H^4(\Omega) \cap W), p_t \in C([0, T]; W), p_{tt} \in C([0, T]; L^2(\Omega)) \).

(ii) Let \( w \in C([0, T]; H^2(\Omega)) \cap C^1([0, T]; L^2(\Omega)) \) and \( f \in W^{1,2}(0, T; L^2(\Omega)) \) be given. Then the system (4.7) has a unique weak solution \( p \in C([0, T]; W) \cap C^1([0, T]; L^2(\Omega)) \).

**Proof.** The proof of the first part of the lemma is standard via the Galerkin method, and the second part is proved by a similar argument to Theorem 1.1 in the paper by Horn and Lasiecka [9]. \( \square \)

In order to deduce adjoint equations and obtain necessary conditions for the optimal control, we need the following result, which relies on the fact that \( G \) defined in (4.1) is clamped at the boundary.

**Lemma 4.6.** Let \( u, v \in W \) and \( w, \phi \in H^2(\Omega) \). Then

\[
\int_{\Omega} v[G[w, u], \phi] \ d\Omega = \int_{\Omega} u[w, G[v, \phi]] \ d\Omega.
\]

**Proof.** Let \( u, v \in W \) and \( w, \phi \in H^2(\Omega) \). By the definition of \( G \) given in (4.1), it is noted that \( G[w, u] \) and \( G[v, \phi] \) belong to both \( W \) and \( \bar{W} \). Thus, by Lemma 2.2 and Green’s formula,

\[
\int_{\Omega} v[G[w, u], \phi] \ d\Omega = \int_{\Omega} G[w, u][v, \phi] \ d\Omega \\
= \int_{\Omega} G[w, u] \Delta^2 G[v, \phi] \ d\Omega = \int_{\Omega} \Delta^2 G[w, u]G[v, \phi] \ d\Omega \\
= \int_{\Omega} [w, u]G[v, \phi] \ d\Omega = \int_{\Omega} u[w, G[v, \phi]] \ d\Omega. \quad \square
\]

We are now in a position to state the characterization of the optimal controls.
**Theorem 4.7.** Let \((w^*, b^*)\) be an optimal control pair of the problem (1.6) subject to (1.1)–(1.5). Then \((w^*, b^*)\) is characterized by the state and adjoint equations

\[
\begin{aligned}
w_{tt} + \Delta^2 w^* + b^*(x, y)w_t^* &= [w^*, F(w^*)] \quad \text{in } Q, \\
w^*(0) &= w_0, \quad w_t^*(0) = w_1 \quad \text{in } \Omega, \\
w^* &= \frac{\partial w^*}{\partial \nu} = 0 \quad \text{on } \Sigma_0, \\
\Delta w^* + (1 - \mu)B_1 w^* &= 0 \quad \text{on } \Sigma_1, \\
\frac{\partial}{\partial \nu} (\Delta w^*) + (1 - \mu)B_2 w^* &= 0 \quad \text{on } \Sigma_1,
\end{aligned}
\]  

(4.8)

where \(z\) is the desired evolution given in the cost functional \(J\) (see Section 1), and by the relation

\[
b^*(x, y) = \max \left\{-M, \min \left\{ \frac{1}{\beta} \int_0^T w_t^* p^* \, dt, M \right\} \right\}.
\]  

(4.10)

**Proof.** If we set \(T - t = t'\) then the adjoint equations (4.9) take the form (4.7). So we get the weak solution \(p^* \in C([0, T]; W) \cap C^1([0, T]; L^2(\Omega))\) of (4.9) by Lemma 4.5(ii). We now proceed to characterize the optimal control pair. Let \(b^* + \epsilon l \in U_M, w^\epsilon = w(b^* + \epsilon l)\) be the corresponding solution to the state equation. Since \(J\) achieves its minimum at \(b^*\),

\[
0 \leq \frac{1}{\epsilon} (J(w^\epsilon, b^* + \epsilon l) - J(w^*, b^*))
\]

\[
= \frac{1}{2\epsilon} \int_0^T \{(w^\epsilon - w^*, w^\epsilon - z) + (w^* - z, w^\epsilon - w^*)\} \, dt
\]

\[
+ \frac{\beta}{2\epsilon} \int_{\Omega} (2\epsilon b^*(x, y) + \epsilon^2 l(x, y)^2) \, d\Omega.
\]  

(4.11)

Taking the limit \(\epsilon \to 0\) in (4.11), we obtain

\[
0 \leq \int_0^T (\psi, w^* - z) \, dt + \int_{\Omega} B l(x, y) b^*(x, y) \, d\Omega,
\]  

(4.12)

where \(\psi\) is the solution of (4.3) with \(b\) replaced by \(b^*\).

By Lemma 4.6,

\[
2 \int_{\Omega} \psi [G[w^*, p^*], w^*] \, d\Omega = 2 \int_{\Omega} [w^*, G[w^*, \psi]] p^* \, d\Omega.
\]  

(4.13)
Applying (4.9) to (4.12) and using (4.13),
\[
\int_0^T \langle \psi, p^*_t + \Delta^2 p^* - b^* p^*_t - [F(w^*), p^*] + 2[G[w^*, p^*], w^*] \rangle dt
+ \beta \int_\Omega l(x, y)b^*(x, y) d\Omega
= \int_0^T \langle \psi_n, p^* \rangle dt + \int_0^T a(\psi, p^*) dt + \int_0^T (b^* \psi_t, p^*) dt
+ \int_0^T (p^*, [F(w^*), \psi]) dt
+ 2 \int_\Omega (\{w^*, G[w^*, \psi]\}, p^*) dt + \beta \int_\Omega l(x, y)b^*(x, y) d\Omega
= - \int_0^T \int_\Omega l(x, y)w^*_t p^* d\Omega dt + \beta \int_\Omega l(x, y)b^*(x, y) d\Omega \geq 0.
\]
Using a standard control argument based on the choices for the variation \( l(x, y) \), we obtain the desired characterization for \( b^* \), namely equation (4.10).

Now we prove the uniqueness of the optimal control.

**Theorem 4.8.** For sufficiently small \( T > 0 \), the solution of the optimality system (4.8)–(4.10) is unique.

**Proof.** Suppose that \( (w^*, b^*, p^*) \) and \( (\tilde{w}, \tilde{b}, \tilde{p}) \) are two solutions of the optimality system (4.8)–(4.10). It is noted that these two solutions are bounded functions on \( \tilde{Q} \) (see, for example, (2.3)). Let \( \tilde{w} = w^* - \tilde{w} \) and \( \tilde{p} = p^* - \tilde{p} \). Then \( \tilde{w} \) and \( \tilde{p} \) are weak solutions of the system

\[
\begin{align*}
\tilde{w}_{tt} + \Delta^2 \tilde{w} + b^* w^*_t - \tilde{b} \tilde{w}_t &= \{w^*, F(w^*)\} - \{\tilde{w}, F(\tilde{w})\} & \text{in } Q, \\
\tilde{p}_{tt} + \Delta^2 \tilde{p} - b^* p^*_t + \tilde{b} \tilde{p}_t &= \{p^*, F(w^*)\} - \{\tilde{p}, F(\tilde{w})\} - 2\{G[w^*, p^*], w^*\} & + 2\{G[\tilde{w}, \tilde{p}], \tilde{w}\} + \tilde{w} & \text{in } Q, \\
\tilde{w}(0) &= \tilde{w}_t(0) = \tilde{\tilde{p}}(T) = \tilde{\tilde{p}}_t(T) = 0 & \text{in } \Omega, \\
\tilde{w} &= \frac{\partial \tilde{w}}{\partial \nu} = 0 & \text{on } \Sigma_0, \\
\Delta \tilde{\tilde{w}} + (1 - \mu)B_1 \tilde{w} &= 0 & \text{on } \Sigma_1, \\
\frac{\partial}{\partial \nu}(\Delta \tilde{\tilde{w}}) + (1 - \mu)B_2 \tilde{w} &= 0 & \text{on } \Sigma_1, \\
\tilde{\tilde{p}} &= \frac{\partial \tilde{\tilde{p}}}{\partial \nu} = 0 & \text{on } \Sigma_0, \\
\Delta \tilde{\tilde{p}} + (1 - \mu)B_1 \tilde{\tilde{p}} &= 0 & \text{on } \Sigma_1, \\
\frac{\partial}{\partial \nu}(\Delta \tilde{\tilde{p}}) + (1 - \mu)B_2 \tilde{\tilde{p}} &= 0 & \text{on } \Sigma_1.
\end{align*}
\]

In the sequel, the actual calculations are performed on smooth solutions with smooth and compatible initial data, and then final inequalities which are valid for all weak solutions are obtained via a density argument. Multiplying the first equation of (4.14)
by \( \tilde{w}_t \) (respectively, the second equation of (4.14) by \( \tilde{p}_t \)) and integrating by parts over \( \Omega \times (0, t) \) (respectively, over \( \Omega \times (t, T) \)), we obtain

\[
\frac{1}{2} \|\tilde{w}_t\|^2 + \frac{1}{2} a(\tilde{w}, \tilde{w}) + \frac{1}{2} \|\tilde{p}_t\|^2 + \frac{1}{2} a(\tilde{p}, \tilde{p}) = - \int_0^t \left( b^* w_i^* - \tilde{b} \tilde{w}_t, \tilde{w}_t \right) ds - \int_t^T \left( b^* p_i^* - \tilde{b} \tilde{p}_t, \tilde{p}_t \right) ds \\
+ \int_0^t \left( [w^*, F(w^*)] - [\tilde{w}, F(\tilde{w})], \tilde{w}_t \right) ds \\
- \int_t^T \left( [p^*, F(w^*)] - [\tilde{p}, F(\tilde{w})], \tilde{p}_t \right) ds \\
+ 2 \int_t^T \left( [G[w^*, p^*], w^*] - [G[\tilde{w}, \tilde{p}], \tilde{w}], \tilde{p}_t \right) ds - \int_t^T (\tilde{w}, \tilde{p}_t) ds.
\]

(4.15)

Next we estimate the right-hand side of (4.15) term by term. First we estimate \( I_1 = - \int_0^t (b^* w_i^* - \tilde{b} \tilde{w}_t, \tilde{w}_t) ds \). Making use of \( b^* \in U_M \), the fact that \( \tilde{w}_t \) is bounded and Young’s inequality, we obtain

\[
|I_1| \leq M \int_0^t \|\tilde{w}_t\|^2 ds + \int_0^t \|(b^* - \tilde{b})\tilde{w}_t, \tilde{w}_t)\| ds \\
\leq \left( M + \frac{c}{2} \right) \int_0^t \|\tilde{w}_t\|^2 ds + \frac{c}{2} \int_0^t (b^* - \tilde{b})^2 d\Omega.
\]

(4.16)

For \( I_2 = - \int_t^T (b^* p_i^* - \tilde{b} \tilde{p}_t, \tilde{p}_t) ds \), similarly we obtain

\[
|I_2| \leq \left( M + \frac{c}{2} \right) \int_0^t \|\tilde{p}_t\|^2 ds + \frac{c}{2} \int_\Omega (b^* - \tilde{b})^2 d\Omega.
\]

(4.17)

From (4.10),

\[
\int_\Omega (b^* - \tilde{b})^2 d\Omega \leq \frac{1}{\beta^2} \int_\Omega \left| \int_0^T \left( w_i^* p^* - \tilde{w}_i \tilde{p} \right) dt \right|^2 d\Omega \\
\leq \frac{2}{\beta^2} \int_\Omega \left\{ \left( \int_0^T \tilde{w}_i dt \right)^2 \right\} d\Omega \\
\leq c \left\{ \int_0^T \|\tilde{w}_i\|^2 dt + \int_0^T \|\tilde{p}\|^2 dt \right\},
\]

(4.18)

where we have used Hölder’s inequality and the boundedness of \( p^* \) and \( \tilde{w}_t \) in the last inequality.
Next we estimate $I_3 = \int_0^\tau ([w^*, F(w^*)] - [\tilde{w}, F(\tilde{w})], \tilde{w}_t) \, ds$. By the fact that $F$ is locally Lipschitz and by Lemma 2.1,

$$
|I_3| \leq \left| \int_0^\tau ([\tilde{w}, F(w^*)] + [\tilde{w}, F(w^*) - F(\tilde{w})], \tilde{w}_t) \, ds \right|
\leq c \int_0^\tau (||\tilde{w}||_{H^2(\Omega)} ||F(w^*)||_{W^{2,\infty}(\Omega)} ||\tilde{w}_t|| + ||\tilde{w}||_{H^2(\Omega)} ||\tilde{w}||_{H^2(\Omega)} ||\tilde{w}_t||) \, ds
\leq c \left( \int_0^\tau ||\tilde{w}||_{H^2(\Omega)}^2 \, ds + \int_0^\tau ||\tilde{w}_t||^2 \, ds \right),
$$
(4.19)

where we have used the boundedness of $w^*$ and $\tilde{w}$.

For $I_4 = - \int_t^T ([p^*, F(w^*)] - [\tilde{p}, F(\tilde{w})], \tilde{p}_t) \, ds$, similarly,

$$
|I_4| \leq c \left( \int_t^T ||\tilde{w}||_{H^2(\Omega)}^2 \, ds + \int_t^T ||\tilde{p}_t||^2 \, ds + \int_t^T ||\tilde{p}||_{H^2(\Omega)}^2 \, ds \right). \tag{4.20}
$$

For $I_5 = 2 \int_t^T ([G[w^*, p^*], w^*] - [G[\tilde{w}, \tilde{p}], \tilde{w}], \tilde{p}_t) \, ds$, by Proposition 4.1 we obtain

$$
|I_5| = 2 \left| \int_t^T ([G[w^*, p^*], \tilde{w}] + [G[w^*, \tilde{p}], \tilde{w}] + [G[\tilde{w}, \tilde{p}], \tilde{w}], \tilde{p}_t) \, ds \right|
\leq c_1 \int_t^T ||\tilde{w}||_{H^2(\Omega)} ||\tilde{p}_t|| \, ds + c_2 \int_t^T ||\tilde{p}_t||_{H^2(\Omega)} ||\tilde{p}_t|| \, ds + c_3 \int_t^T ||\tilde{w}||_{H^2(\Omega)} ||\tilde{p}_t|| \, ds
\leq c \left( \int_t^T ||\tilde{w}||_{H^2(\Omega)}^2 \, ds + \int_t^T ||\tilde{p}_t||_{H^2(\Omega)}^2 \, ds + \int_t^T ||\tilde{p}_t||^2 \, ds \right). \tag{4.21}
$$

Finally, for $I_6 = - \int_t^T (\tilde{w}, \tilde{p}_t) \, ds$, Young’s inequality yields

$$
|I_6| \leq \frac{1}{2} \int_t^T ||\tilde{w}||^2 \, ds + \frac{1}{2} \int_t^T ||\tilde{p}_t||^2 \, ds. \tag{4.22}
$$

Applying the estimates (4.16)–(4.22) to (4.15), using the Sobolev imbedding $H^2(\Omega) \hookrightarrow L^2(\Omega)$ and using (2.1), we obtain

$$
\frac{1}{2} \left( ||\tilde{w}||^2 + ||\tilde{w}||_{H^2(\Omega)}^2 + ||\tilde{p}_t||^2 + ||\tilde{p}||_{H^2(\Omega)}^2 \right)
\leq \tilde{C} \int_0^T (||\tilde{w}||^2 + ||\tilde{w}||_{H^2(\Omega)}^2 + ||\tilde{p}_t||^2 + ||\tilde{p}||_{H^2(\Omega)}^2) \, dt.
$$

Hence, taking $T$ sufficiently small, such that $\tilde{C} T < 1/2$,

$$
\sup_{0 \leq t \leq T} \left( ||\tilde{w}||^2 + ||\tilde{w}||_{H^2(\Omega)}^2 + ||\tilde{p}_t||^2 + ||\tilde{p}||_{H^2(\Omega)}^2 \right) \leq 0,
$$

which completes the proof. \qed
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