IMPLICIT VIRTUAL BOUNDARY METHOD FOR MOVING BOUNDARY PROBLEMS ON NON-STAGGERED CARTESIAN PATCH GRIDS

S. L. Lee*  G. S. Cyue  K. W. Chen

Department of Power Mechanical Engineering
National Tsing Hua University
Hsinchu, Taiwan

ABSTRACT

A simple numerical method is proposed in the paper for fluid flow around a moving boundary of irregular shape. The unsteady term is discretized with the implicit scheme such that large time step is allowed. All of the computations are performed on non-staggered Cartesian grid system. Fine Cartesian patch grid system covering the moving object is employed to resolve the solution around the solid body. A closed curve defined by connecting the solid grid points adjacent to the solid-liquid interface is referred to as virtual boundary. The narrow irregular strip of solid between the virtual boundary and the actual solid-fluid interface is called pseudo-fluid. The general fluid region consisting of both fluid and pseudo-fluid is a regular domain that can be efficiently solved with conventional numerical method. In this connection, external force is imposed at each fluid grid point adjacent to the solid-fluid interface to compensate for the numerical error arising from the assumption of pseudo-fluid. The solution procedure is iterated until the required external force converges. Accuracy of the new numerical method is validated through three test problems. The numerical method then is used to investigate the flow induced by the flapping wings of a tethered dragonfly in literature. The corresponding CFL numbers of the four examples are infinity, 20, 100, and 3.29.
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1. INTRODUCTION

There are a few numerical methods for fluid flow around moving objects of irregular shape encountered in many applications in industry and in nature. One of them is to solve the problem on a boundary-fitted curvilinear grid system. In this branch of numerical methods, the grid system should be re-meshed at each time step and thus large CPU time is generally needed [1]. To improve the computational efficiency, the method of moving overset grids [2-4] generates a local non-inertial boundary-fitted grid system for each moving object that is allowed to move on the fixed global Cartesian grid system. However, the solution interpolation and data transfer among the grid systems are very complex and time consuming. Besides, it poses additional numerical errors.

Another important approach known as immersed-boundary method for fluid flow around moving object was introduced by Peskin [5]. The problem is solved on fixed Cartesian grid system. The main concept of this particular numerical method is to impose an external force field at the fluid grid points adjacent to the solid boundary in the same manner as would the solid boundary. This branch of numerical methods was studied extensively for biological flow, multi-phase flow and problems with elastic boundary [6-12]. One of the major drawbacks of the immersed-boundary method is the smoothing of the external force field that could lead to smearing of interface information. The immersed-boundary method was further improved by Mohd-Yusof [13] and Fadlum et al. [14]. They proposed a direct forcing approach such that the desired velocity distribution on the immersed boundary is satisfied explicitly. Various formulations for the direct forcing approach have been developed subsequently [15-25].

In the use of the immersed-boundary method with direct forcing, the numerical procedure in the time coordinate is performed explicitly. Thus, the time step should be sufficiently small due to the CFL restriction. The interface cannot move by more than one grid mesh in each time step as remarked by Yang and Balaras [20]. To maintain the same CFL number, the time step should be reduced to one fourth of the origin size when the grid mesh is halved [26]. Unfortunately, small grid mesh is generally needed to properly describe the shape of the
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moving object on Cartesian grids. This implies that the time step would be very small in the use of the immersed-boundary method.

In the present study, the implicit virtual boundary method is proposed for moving boundary problems. The implicit scheme is employed to discretize the unsteady term such that large time step is allowed [26]. The external force imposed at the fluid grid points adjacent to the solid-fluid interface is determined numerically. The solution procedure is iterated until the desired velocity distribution on the solid-fluid interface is achieved. All of the computations are performed on a non-staggered Cartesian grid system. Performance of the new numerical method will be examined through four test problems.

2. BRIEF REVIEW OF THE NAPPLE ALGORITHM

The dimensionless governing equations for a two-dimensional incompressible viscous flow are expressible as

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0
\]

(1)

\[
Re \frac{\partial u}{\partial t} + Re_u u \frac{\partial u}{\partial x} + Re_v v \frac{\partial u}{\partial y} = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + s_x
\]

(2)

\[
Re \frac{\partial v}{\partial t} + Re_u u \frac{\partial v}{\partial x} + Re_v v \frac{\partial v}{\partial y} = \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} + s_y
\]

(3)

where the coordinates \((x, y)\), velocity \((u, v)\), and time \(t\) have been normalized with the reference quantities, \(L, U_c,\) and \(L/U_c\), respectively. The body force \((s_x, s_y)\) is normalized with \(\mu U_c/L^2\) if any. The dimensionless pressure is defined by \(p = (P - P_{ref})/\rho U_c^2\) and \(\bar{p} = Re_c p\), where the reference Reynolds number is \(Re_c = \rho U_c L/\mu\). The reference quantities \((L, U_c)\) are to be defined for each individual application.

Let the partial differential Eqs. (1)-(3) be discretized on a uniform Cartesian grid system \((x_i, y_j)\), i.e.

\[
x_i = x_0 + (i-1)\Delta x, \quad y_j = y_0 + (j-1)\Delta y
\]

(4)

with \(i = 1, 2, 3, \ldots, n\), and \(j = 1, 2, 3, \ldots, n\). For convenience of numerical procedure, \((x_i, y_j)\) is numbered as the \(k\)-th grid point with \(k = (i-1)n + j, \ k = 1, 2, 3, \ldots, mn\) (see Fig. 1). Based on the weighting function scheme [27], the resulting algebraic equation for the momentum Eq. (2) at the \(k\)-th grid point can be written as

\[
(a_{up})_k u_{k-1} + (a_{dz})_k u_{k-1} + (a_{dx})_k u_{k} + (a_{ux})_k u_{k+1} + (a_{ex})_k u_{k+n} = (a_{ux})_k + \left(\frac{\partial \bar{p}}{\partial x}\right)_k
\]

(5)

where the weighting factors are defined by

\[
(a_{up})_k = \frac{w_i((z_i)_k)}{\Delta x^2}, \quad (a_{dz})_k = \frac{w_j(-(z_j)_k)}{\Delta x^2},
\]

\[
(a_{dx})_k = \frac{w_i((z_i)_k)}{\Delta y^2}, \quad (a_{ex})_k = \frac{w_j(-(z_j)_k)}{\Delta y^2}.
\]

\[
(a_{ux})_k = -(a_{up})_k - (a_{dz})_k - (a_{dx})_k - (a_{ex})_k - \frac{Re_c}{\Delta t}
\]

(6)

The subscript \(k\) represents the physical quantity at the \(k\)-th grid point. The grid Peclet numbers are

\[
z_i = Re_c \bar{u}_i \Delta x, \quad (z_j)_k = Re_c \bar{v}_j \Delta y
\]

(7)

where \(\bar{u}_i\) and \(\bar{v}_j\) denote the mean velocity components in the intervals \(x_i \leq x \leq x_{i+1}\) and \(y_j \leq y \leq y_{j+1}\), respectively. To conserve CPU time, the weighting function \(w(z) = \frac{z}{1 - \exp(-z)}\) in formulation (6) to achieve the best numerical stability, where \(u_0\) represents the velocity at the previous time level \((t_0 = t - \Delta t)\). The CFL number \(\lambda = \Delta t/\Delta x^2\) is the key factor for numerical stability in time marching scheme [26]. The well-known CFL restriction is \(\lambda < 0.5\) when an explicit scheme is used.

Equation (5) can be recast into the simple form

\[
\frac{\partial u}{\partial t} = \frac{u - u_0}{\Delta t}
\]

(8)
\[ u_k = \dot{u}_k - \gamma_k \left( \frac{\partial \rho}{\partial x} \right)_k \]  

\[ \dot{u}_k = ((a_N)_k - (a_P)_k) u_{k,n} - (a_N)_k u_{k-1} - (a_S)_k u_{k+1} 
- (a_W)_k u_{k,n} + (a_P)_k ) \]

\[ \gamma_k = -\frac{1}{(a_P)_k} \]  

Similarly, discretization of Eq. (3) for the velocity component \( v \) yields

\[ (a_P)_k v_{k,n} + (a_S)_k v_{k-1} + (a_N)_k v_{k+1} + (a_W)_k v_{k,n} + (a_E)_k v_{k+1} = (a_N)_k + \left( \frac{\partial \rho}{\partial y} \right)_k \]

and thus

\[ v_k = \dot{v}_k - \gamma_k \left( \frac{\partial \rho}{\partial y} \right)_k \]  

Next, substitute the velocity expression (9) and (12) into the discretized continuity equation

\[ \frac{u_{k+1} - u_{k-1}}{2 \Delta x} + \frac{v_{k+1} - v_{k-1}}{2 \Delta y} = 0 \]  

and then make the assumption

\[ \frac{\partial}{\partial x} \left( \gamma \frac{\partial \rho}{\partial x} \right) \bigg|_{k,n} - \gamma_k \frac{\partial}{\partial x} \left( \frac{\partial \rho}{\partial x} \right)_{k,n} \approx \frac{\partial}{\partial x} \left( \gamma \frac{\partial \rho}{\partial x} \right) \]  

\[ \frac{\partial}{\partial y} \left( \gamma \frac{\partial \rho}{\partial y} \right) \bigg|_{k,n} - \gamma_k \frac{\partial}{\partial y} \left( \frac{\partial \rho}{\partial y} \right)_{k,n} \approx \frac{\partial}{\partial y} \left( \gamma \frac{\partial \rho}{\partial y} \right) \]

To yield the pressure-linked equation

\[ \frac{\partial}{\partial x} \left( \gamma \frac{\partial \rho}{\partial x} \right) + \frac{\partial}{\partial y} \left( \gamma \frac{\partial \rho}{\partial y} \right) = \dot{\epsilon} \]  

\[ \dot{\epsilon}_k = \frac{\dot{u}_{k+1} - \dot{u}_{k-1}}{2 \Delta x} + \frac{\dot{v}_{k+1} - \dot{v}_{k-1}}{2 \Delta y} \]

Use of the approximation (14) and (15) is to prevent the checkerboard pressure error. Finally, discretize Eq. (16) with the harmonic mean scheme [28] to obtain the algebraic equation

\[ (b_P)_k \dot{p}_{k,n} + (b_N)_k \dot{p}_{k-1} + (b_S)_k \dot{p}_{k+1} + (b_W)_k \dot{p}_{k,n} + (b_E)_k \dot{p}_{k+1} = (b_N)_k \]

\[ (b_P)_k = \left( \frac{\gamma_k}{\Delta y} \right)_k \quad \text{and} \quad (b_N)_k = \left( \frac{\gamma_k}{\Delta y} \right)_k \]

\[ (b_S)_k = \left( \frac{\gamma_k}{\Delta y} \right)_k \quad \text{and} \quad (b_W)_k = \left( \frac{\gamma_k}{\Delta y} \right)_k \]

\[ (b_E)_k = -(b_P)_k - (b_N)_k - (b_S)_k - (b_W)_k \quad \text{and} \quad (b_N)_k = \dot{\epsilon}_k \]

To achieve a good numerical stability, the algebraic Eqs. (5), (11), and (18) are solved with the strongly implicit solver [29]. The numerical procedure described in this section is called the NAPPE algorithm [30]. It has been proved to solve fluid flow and heat transfer problems very efficiently in the past decades.

3. FLOW AROUND OBJECT OF IRREGULAR SHAPE

3.1 The Implicit Virtual Boundary Method

Consider the fluid flow around an immersed body of irregular shape as illustrated in Fig. 2. A grid point in the solid region having at least one neighbor grid point in the fluid region is called virtual point as that marked with black dot in Fig. 2. A closed curve formed by connecting the adjacent virtual points is referred to as the virtual boundary in the present study. The narrow irregular strip of solid between the virtual boundary and the actual solid-fluid interface is called pseudo-fluid. Similarly, fluid grid point marked with black triangle in Fig. 2 is called forcing point. They have at least one neighbor grid point in the solid region. Obviously, the general fluid region consisting of both fluid and pseudo-fluid is a regular domain that can be efficiently
solved with the numerical method described in section 2, if the velocity expressions (9) and (12) are employed at the virtual point with the particular values of $\hat{u}_k = u_p$, $\hat{v}_k = v_p$, and $(a_p)_k = \infty$, where $(u_p, v_p)$ is the velocity of the solid body at the same grid point. There is no need to impose pressure boundary condition at the virtual boundary. However, some numerical treatment is required to evaluate the pressure gradients at the forcing points as well as to correct the numerical error arising from the assumption of pseudo-fluid.

As suggested by Yang and Balaras [20], the velocity and pressure at the forcing points are interpolated from the updated solution of the fluid region and the known boundary condition at the solid-fluid interface. Figure 3 shows a schematic solid-fluid interface with a tangent-normal coordinate system $(s, n)$ at point $B(x_B, y_B)$. The directional cosines of the $s$-axis are $l$ and $m$ in the global coordinate system $(x, y)$, i.e.

$$\begin{pmatrix} s \\ n \end{pmatrix} = \begin{bmatrix} l & m \\ -m & l \end{bmatrix} \begin{bmatrix} x - x_B \\ y - y_B \end{bmatrix}$$

(24)

The line $\overline{OB}$ (the $n$-axis) is normal to the solid-fluid interface at point $B$. The grid point marked with 0 is the forcing point. The velocity and pressure inside the triangle formed by point $B$ and the two fluid grid points marked with 1 and 2 are assumed the bi-linear form

$$u(x, y) = c_{11} + c_{12}x + c_{13}y$$

(25)

$$v(x, y) = c_{21} + c_{22}x + c_{23}y$$

(26)

$$\hat{p}(x, y) = c_{31} + c_{32}x + c_{33}y$$

(27)

In the conventional formulation [20] one has to impose the constraint that the stencil of the bi-linear interpolation does not involve other forcing points. Fortunately, there is no such a constraint in the present formulation due to the use of the implicit scheme for the time coordinate (8). This greatly simplifies the programming of the numerical algorithm.

After substituting the velocity components $u_1, u_2, u_B$ at the three points $(x_1, y_1), (x_2, y_2), (x_B, y_B)$ into Eq. (25), one has

$$c_{11} = u_1 - c_{12}x_1 - c_{13}y_1$$

$$c_{12} = a_1u_1 + a_2u_2 + a_3u_B$$

$$c_{13} = b_1u_1 + b_2u_2 + b_3u_B$$

(28)

where

$$a_1 = (y_2 - y_B)/S, \quad a_2 = (y_B - y_1)/S, \quad a_3 = (y_1 - y_2)/S$$

$$b_1 = (x_B - x_2)/S, \quad b_2 = (x_1 - x_B)/S, \quad b_3 = (x_2 - x_1)/S$$

$$S = (x_2 - x_1)(y_B - y_1) - (x_B - x_1)(y_2 - y_1)$$

(29)

Coefficients of Eq. (26) are determined similarly, i.e.

$$c_{21} = v_1 - c_{22}x_1 - c_{23}y_1$$

$$c_{22} = a_1v_1 + a_2v_2 + a_3v_B$$

$$c_{23} = b_1v_1 + b_2v_2 + b_3v_B$$

(30)

Generally speaking, the pressure at the boundary point $B$ is not known in practical applications. Nevertheless, the normal pressure gradient $\partial \hat{p}/\partial n$ on the solid-fluid interface can be estimated from the momentum equations with the bi-linear approximation (25)-(27), i.e.

$$\frac{\partial \hat{p}}{\partial x} = -Re \left( \frac{\partial u_B}{\partial t} + c_{12}u_B + c_{13}v_B + s_x \right)$$

$$\frac{\partial \hat{p}}{\partial y} = -Re \left( \frac{\partial v_B}{\partial t} + c_{22}u_B + c_{23}v_B + s_y \right)$$

$$\frac{\partial \hat{p}}{\partial n} = -m \frac{\partial \hat{p}}{\partial x} + l \frac{\partial \hat{p}}{\partial y}$$

(31)

The coefficients of Eq. (27) turn out to be

$$c_{31} = \hat{p}_1 - c_{32}x_1 - c_{33}y_1$$

$$c_{32} = \frac{l(\hat{p}_2 - \hat{p}_1) - (\partial \hat{p}/\partial n)_B(y_2 - y_1)}{(x_2 - x_1) + m(y_2 - y_1)}$$

$$c_{33} = \frac{(\partial \hat{p}/\partial n)_B(x_2 - x_1) + m(\hat{p}_2 - \hat{p}_1)}{(x_2 - x_1) + m(y_2 - y_1)}$$

(32)

After the interpolation coefficients are all available, the velocity and pressure at the forcing point $(x_0, y_0)$ are determined by

$$u_{fB} = c_{11} + c_{12}x_0 + c_{13}y_0$$

$$v_{fB} = c_{21} + c_{22}x_0 + c_{23}y_0$$

(33)

(34)
\[ \hat{p}_f = c_{31} + c_{32}x_0 + c_{33}y_0 \]  
(35)

Similarly, the pressure gradients at the forcing points are determined from

\[
\begin{align*}
\left( \frac{\partial \hat{p}}{\partial x} \right)_f &= c_{32}, \\
\left( \frac{\partial \hat{p}}{\partial y} \right)_f &= c_{33}
\end{align*}
\]  
(36)

before the momentum Eqs. (5) and (11) are solved, because they cannot be obtained by the conventional central difference scheme.

Once the pressure gradients at the forcing points are available, the flow solution in the fluid region is updated by solving Eqs. (5), (11), and (18). To compensate for the numerical error arising from the assumption of pseudo-fluid, an external force \((f_x, f_y)\) is applied at the forcing point to yield

\[
\begin{align*}
\hat{u}_k &= \hat{u}_k - \gamma_k \left( \frac{\partial \hat{p}}{\partial x} \right)_k + \gamma_k (\hat{f}_x)_k \\
\hat{v}_k &= \hat{v}_k - \gamma_k \left( \frac{\partial \hat{p}}{\partial y} \right)_k + \gamma_k (\hat{f}_y)_k
\end{align*}
\]  
(37)

when the momentum Eqs. (2) and (3) are discretized at the forcing point. Suppose that the velocity \((\hat{u}, \hat{v})\) has been obtained based on a guessed external force \((f_x, f_y)\) at the forcing point, i.e.

\[
\begin{align*}
\hat{u}_k &= \hat{u}_k - \gamma_k \left( \frac{\partial \hat{p}}{\partial x} \right)_k + \gamma_k (\hat{f}_x)_k + \Delta u_k \\
\hat{v}_k &= \hat{v}_k - \gamma_k \left( \frac{\partial \hat{p}}{\partial y} \right)_k + \gamma_k (\hat{f}_y)_k + \Delta v_k
\end{align*}
\]  
(38)

For the next iteration, one makes a correction \((\Delta f_x, \Delta f_y)\) to the external force to eliminate the discrepancy between the resulting velocity and that from the interpolation procedure (33) and (34), i.e.

\[
\begin{align*}
(u_k)_p &= \hat{u}_k - \gamma_k \left( \frac{\partial \hat{p}}{\partial x} \right)_k + \gamma_k ((\hat{f}_x)_k + \Delta f_x)_k \\
(v_k)_p &= \hat{v}_k - \gamma_k \left( \frac{\partial \hat{p}}{\partial y} \right)_k + \gamma_k ((\hat{f}_y)_k + \Delta f_y)_k
\end{align*}
\]  
(39)

This leads to

\[
\begin{align*}
(\Delta f_x)_k &= - (a_{r_k})_k ((u_k)_p - \hat{u}_k), \\
(\Delta f_y)_k &= - (a_{r_k})_k ((v_k)_p - \hat{v}_k)
\end{align*}
\]  
(40)

by subtracting Eq. (38) from Eq. (39). Similarly, one adds a forcing term \((\hat{f}_x)_k\) to the right-hand side of the pressure-linked Eq. (18) and then corrects the forcing term with

\[
\begin{align*}
(\Delta f_x)_k &= (b_{r_k})_k ((\hat{p}_x)_p - \tilde{p}_k) \\
(\Delta f_y)_k &= (b_{r_k})_k ((\hat{p}_y)_p - \tilde{p}_k)
\end{align*}
\]  
(41)

where \((\hat{p}_x)_p\) is the desired pressure (35) and \(\tilde{p}_k\) is the pressure solution of the previous iteration.

### 3.2 Patch Grids and Numerical Implementation

To conserve CPU time and memory storage, Peng et al. [31] proposed a local grid refinement method (nested Cartesian grid method). Solutions of the global grid domain and the nested fine grid domain are solved through the use of some "ghost cells." However, the values at the ghost cells should be interpolated by some means from the solutions of the global and the nested grid domains. In the present study, Cartesian patch grids are proposed without recourse to the ghost cells.

Figure 4 depicts schematically a local fine grid system \((3\Delta x \times 3\Delta y)\) patched on a global grid system of coarser grid mesh \((3\Delta x \times 3\Delta y)\) for instance. The global grid system has a "hole" defined by the grid points marked with black dot. For convenience of interpretation, the hole surface is referred to as the inner boundary of the global grid system. Similarly, the patch grid system possesses an outer boundary represented by the grid points marked with white dot and black triangle. Between the two grid systems, there is an overlap strip that has a width just equaling to one grid mesh of the global grid system. Practically, the object of irregular shape under study should be placed inside the patch grid system with an adequate margin from the inner boundary of the global grid system.

After the flow field on the patch grid system is updated, the velocity and pressure at the particular grid points marked with black dot are transferred to the corresponding grid points on the inner boundary of the global grid system. Unlike in the nested Cartesian grid method proposed by Peng et al. [31], no interpolation procedure is needed in the present study due to the fact that the black dots are the common grid points of the global and the patched grid systems. Based on these Dirichlet boundary conditions on the inner boundary, the flow field in the global grid system is solved with a conventional numerical method such as that described in section 2. The resulting velocity and pressure at the
grid points marked with white dot then is transferred to the outer boundary of the patch grid system. The other grid points on the outer boundary of the patch grid system (marked with black triangle) are determined with the method of linear interpolation. After this is done, the flow field inside the patch grid system is updated with the implicit virtual boundary method. The numerical procedure should be iterated until the solution converges within a prescribed tolerance. Finally, the pressure and shear stress at point \( B(x_b, y_b) \) on the solid-fluid interface are evaluated from

\[
\begin{align*}
p &= \frac{c_{11} + c_{12} x \gamma + c_{13} y \gamma}{Re} \\
\tau &= \frac{p^2 c_{13} + \ln(c_{13} - c_{12}) - m^2 c_{22}}{Re_x}
\end{align*}
\]

(42)

where the shear stress \( \tau \) has been normalized with \( \rho U_c^2 \).

4. RESULTS AND DISCUSSION

Accuracy of the implicit virtual boundary method described in the previous section is examined through three examples, namely, uniform flow past a stationary cylinder, in-line oscillating cylinder in rest fluid, and flow past a vertical flat plate of zero thickness. The present numerical method then is employed to investigate the flow induced by the flapping wings of a tethered dragonfly. Both truncated computational domains and grid sizes of the grid systems employed in the four test problems were determined after a series of grid tests. Although only 2D examples are demonstrated herein, the present numerical method applies to 3D problems as well.

4.1 Uniform Flow past a Stationary Cylinder

In this example, the implicit virtual boundary method is employed to simulate the flow past a stationary cylinder. The reference quantities are assigned as \( L = D \) and \( U_\infty = U_\text{in} \), where \( D \) is the cylinder diameter and \( U_\infty \) is the free stream velocity. For convenience, the free stream pressure is assigned as the pressure level \( p_\infty = 0 \). The velocity is zero on the cylinder surface due to the no-slip condition. The normal pressure gradient on the cylinder surface is zero too, because of the assumption of bilinear velocity variation (the viscosity effect has been neglected) in the vicinity of the cylinder surface. Computation is performed in the finite domain of \(-8 \leq x \leq 24\) and \(-8 \leq y \leq 8 \) with the cylinder center being located at \( (x, y) = (0, 0) \). The free stream condition \( (u, v, p) = (1, 0, 0) \) is imposed on all of the boundaries of the computational domain except for \( \partial u/\partial x = 0 \) at the downstream boundary \( (x = 24) \). This same flow configuration has been studied by Tseng and Ferziger [16] with the ghost-cell immersed boundary method.

In the present computation, a patch grid system is applied in the region of \(-1.2 \leq x \leq 1.2\) and \(-1.2 \leq y \leq 1.2\) with the grid mesh \( \Delta x = \Delta y = 0.005 \), while the global grid system has the grid mesh \( 5\Delta x \times 5\Delta y \). Steady state solution is obtained for the Reynolds number of \( Re = 20 \) and \( Re = 40 \). The resulting isobars for \( Re = 40 \) are plotted also in Figs. 6 with increment of \( \Delta p = 0.1 \). For convenience of observation, the isobars in red stand for positive pressure while blue for negative pressure. The isobars pass smoothly across the overlap strip of the two grid systems. They are smooth in the vicinity of the cylinder surface too. The corresponding pressure and shear stress distributions along the cylinder surface are revealed in Figs. 6 and 7, respectively. The numerical result essentially has no change when the problem is solved on a single fine grid system of \( \Delta x = \Delta y = 0.005 \). This evidences the correctness of the patch grid formulation. The existing numerical results from the boundary-fitted grids [32] and the ghost-cell immersed boundary method [16] for \( Re = 40 \) are plotted also in Figs. 6 and 7 for comparison. From Fig. 6, good agreements are observed among the three numerical results. Similarly, Fig. 7 shows good agreements on the shear stress among the three numerical methods.

For both cases of \( Re = 20 \) and \( Re = 40 \), there is a stable recirculation zone behind the cylinder that contains a pair of symmetric vortices. To examine the accuracy of the predicted wake structure, the present numerical results for the length of the recirculation zone \( l/D \), distance from the cylinder to the centers of the vortices \( a/D \), the gap between the centers of the vortices \( b/D \), the separation angle \( \theta_s \), and the drag coefficient \( C_D \) are compared with that from the existing experimental and numerical studies [33-36] in Table 1. Good agreements among the results are seen. The present numerical method seems to predict a drag coefficient that is slightly smaller than the existing numerical results [34-36]. This will be discussed later.
Fig. 6 The resulting pressure distributions along the cylinder surface for $Re = 40$.

Fig. 7 The resulting shear stress distributions along the cylinder surface for $Re = 40$.

Table 1  Results of wake dimension and drag coefficient for uniform flow past a cylinder

<table>
<thead>
<tr>
<th>case</th>
<th>references</th>
<th>method</th>
<th>$l/D$</th>
<th>$a/D$</th>
<th>$b/D$</th>
<th>$\theta_s$</th>
<th>$C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re = 20</td>
<td>Coutanceau and Bouard [33]</td>
<td>experiment</td>
<td>0.93</td>
<td>0.33</td>
<td>0.46</td>
<td>135.0°</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Dennis and Chang [34]</td>
<td>numerical</td>
<td>0.94</td>
<td>--</td>
<td>--</td>
<td>136.3°</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td>Linick and Fasel [35]</td>
<td>numerical</td>
<td>0.93</td>
<td>0.36</td>
<td>0.43</td>
<td>136.5°</td>
<td>2.06</td>
</tr>
<tr>
<td></td>
<td>Taira and Colonius [36]</td>
<td>numerical</td>
<td>0.94</td>
<td>0.37</td>
<td>0.43</td>
<td>136.7°</td>
<td>2.06</td>
</tr>
<tr>
<td></td>
<td>Present study</td>
<td>numerical</td>
<td>0.95</td>
<td>0.35</td>
<td>0.43</td>
<td>136.6°</td>
<td>2.01</td>
</tr>
<tr>
<td>Re = 40</td>
<td>Coutanceau and Bouard [33]</td>
<td>experiment</td>
<td>2.13</td>
<td>0.76</td>
<td>0.59</td>
<td>126.2°</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Dennis and Chang [34]</td>
<td>numerical</td>
<td>2.35</td>
<td>--</td>
<td>--</td>
<td>126.2°</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td>Linick and Fasel [35]</td>
<td>numerical</td>
<td>2.28</td>
<td>0.72</td>
<td>0.60</td>
<td>126.4°</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>Taira and Colonius [36]</td>
<td>numerical</td>
<td>2.30</td>
<td>0.73</td>
<td>0.60</td>
<td>126.3°</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>Present study</td>
<td>numerical</td>
<td>2.27</td>
<td>0.70</td>
<td>0.61</td>
<td>127.3°</td>
<td>1.48</td>
</tr>
</tbody>
</table>

4.2 In-Line Oscillating Cylinder in Rest Fluid

Flow around an in-line oscillating cylinder in rest fluid has been well-documented in the literature. In this test case, the reference length and reference velocity are assigned as $L = D$ and $U_c = fD$, respectively, where $D$ is the cylinder diameter and $f$ is the frequency of the oscillating cylinder. The ambient pressure is set as the pressure level $p_\infty = 0$. Computation is performed in the finite domain of $-25 \leq x \leq 25$ and $-15 \leq y \leq 15$ with the cylinder center being located at

$$x_c(t) = \frac{KC}{2\pi}\cos(2\pi t), \quad y_c(t) = 0$$ (43)

for the Reynolds number $Re_c = Re = \rho f D^2/\mu = 20$ and the Keulegan-Carpenter number $KC = 5$. The $KC$ number represents the maximum velocity of the oscillating cylinder. The amplitude of the motion is $5/(2\pi) = 0.7958$. Hence, a patch grid system is employed in the region of $-3 \leq x \leq 3$ and $-2 \leq y \leq 2$ that covers the entire oscillating cylinder with a proper margin. The grid mesh of the patch grid system is $\Delta x = \Delta y = 0.01$, while that of the global grid system is $5\Delta x \times 5\Delta y$. Static fluid condition $(u, v, p) = (0, 0, 0)$ is set on the outer boundary of the global grids.

This test case deals with moving boundary. In most previous studies, the time coordinate is discretized with some explicit scheme such that the solid-fluid interface cannot move by more than one grid mesh in each time step due to the CFL restriction [20]. In the present study, the unsteady term is discretized with the implicit scheme (8), and thus large time step is allowed as mentioned earlier. For a retreating solid body as illustrated in Fig. 8, the grid points that the solid-fluid interface sweeps through within a time step are referred to as the "ghost" points (see the white nodes) when the time elapses from $t_0 = t - \Delta t$ to $t$. Suppose that the moving
boundary arrive at a ghost point at the time $t_0 + \beta \Delta t$ with $0 < \beta < 1$. At this particular moment, the fluid velocity at this ghost point should be the same as that of the solid-fluid interface $(u_b, v_b)$. Hence, the unsteady term is discretized with

$$\frac{\partial u}{\partial t} = \frac{u - u_b}{(1 - \beta)\Delta t}$$  \hspace{1cm} (44)$$

instead of Eq. (8) at the ghost point. A similar implicit scheme was proposed by Lee and You [37]. In their formulation, however, the pressure gradient at the ghost cell needs to estimate for the time $t_0 + \beta \Delta t$ to refresh the ghost cell at time $t$. Such a tedious numerical procedure is not required in the present study.

Computation is undertaken with $\Delta t = 0.002$. The corresponding CFL number is $\lambda = 20$. The resulting isobars are depicted in Fig. 9 with increment $\Delta p = 3$ at five representative times in a half period of the oscillation ($0 \leq t < 0.5$) after the fluid flow has reached the quasi-steady state. Again, smooth isobars are observed in the vicinity of the cylinder surface. Figure 9 indicates that positive pressure (in red) occurs on the left-side surface of the cylinder at $t = 0$ due to the deceleration of the cylinder when it moved rightwards in the fourth quarter of the previous cycle ($-0.25 < t < 0$). This causes also negative pressure (in blue) on the right-side surface of the cylinder. The negative pressure is strengthened when the cylinder accelerates leftwards in the first quarter of the cycle ($0 < t \leq 0.25$). In the course of the stroke a detached positive pressure bubble is found to nucleate behind the moving cylinder. In the second quarter of the cycle ($0.25 \leq t < 0.5$), an attached positive pressure bubble appears on the right-side surface of the cylinder due to the deceleration of the cylinder. The two positive pressure bubbles eventually merge together at $t = 0.38$, while the positive pressure on the left-side surface of the cylinder disappears completely. The isobars at the end of the stroke ($t = 0.5$) is the same as that at $t = 0$.

Figure 10 shows the velocity profiles along the $y$-axis ($x = 0$) at three representative times. The velocity profile in the region of $|y| \leq \sqrt{1 - x^2}$ is uniform because it is inside the cylinder. The present numerical result is compared with the embedded-boundary formulation [20] and the experiment data from Dust et al. [38] in Fig. 10. Good agreement is observed.

### 4.3 Flow past a Vertical Flat Plate of Zero Thickness

Consider an impulsively started vertical flat plate of zero thickness immersed in quiescent fluid. The velocity of the flat plate is $U_0$ after the onset of the motion. The plate length $L$ and velocity $U_0$ are assigned as, respectively, the reference length and reference velocity for the problem. A moving coordinate system $(x, y)$ is defined such that the flat plate is always located at $x = \Delta x/2$ and $-0.5 \leq y \leq 0.5$, where $\Delta x$ is the grid mesh.

In this test problem, the flat plate is of zero thickness. Care must be exercised in the treatment of the virtual points because there is no pseudo-fluid region. Suppose that the flat plate is located in between grid point $k$ and $k + n$. When the governing equation is discretized at the forcing point $k$, the virtual point $k + n$ would be in the fluid region behind the flat plate. In the present study, the fluid on the other side of the flat plate, together with the flat plate itself, is regarded as a rigid solid. The velocity at the virtual point $k + n$ is evaluated with the theory of solid-body motion. After discretization of the governing equation at the forcing point $k$, the term $(a_n)dtk+n$ involving the velocity of the virtual point is moved to the right-hand-side of the equation to yield

$$(a_n)uk+n+(a_k)uk-1+(a_r)uk+(a_s)uk+1$$

$$= (a_n)uk-(a_k)uk+n+(\frac{\partial p}{\partial x})jk - (f_k)$$  \hspace{1cm} (45)$$

This strategy is valid for all problems in spite of the thickness of the solid.

The domain of the test problem is truncated to the region of $-13 \leq x \leq 17$ and $-4 \leq y \leq 4$. A patch grid system covering $-3 \leq x \leq 5$ and $-2 \leq y \leq 2$ is employed. The grid mesh of the patch grid system is $\Delta x = \Delta y = 0.01$, while that of the global grid system is $5\Delta x \times 5\Delta y$. The free stream condition $(u, v, p) = (1, 0, 0)$ is imposed on all of the boundaries of the computational domain except for $\partial u/\partial x = 0$ at the downstream boundary as in the example of uniform flow past a cylinder in section 4.1. The time step is $\Delta t = 0.01$. The corresponding CFL number is as large as $\lambda = 100$ in the patch grid system.

Numerical result is obtained for the Reynolds number of $Re = 126$. The free stream pressure is assigned as the pressure level $p_\infty = 0$. Once the velocity solution is available at each time step, the stream function is evaluated from

$$\psi(x,0,t) = \int_{0.5\Delta x}^{x} v(x,0,t)dx \text{ for } -13 \leq x \leq 17$$

$$\psi(x,y,t) = \psi(x,0,t)+\int_{0}^{y} u(x,y,t)dy \text{ for } -4 \leq y \leq 4$$  \hspace{1cm} (46)$$
The chord length of the flapping wings is computed with the implicit virtual wing. In the present study, the flow field induced by the wings sweep through more than 2 grid points during a single time step. Computation is performed in the range of $-2 \leq x \leq 5.8$ and $-2 \leq y \leq 7$. A moving patch grid system is employed in the region of $0 \leq (x - x_k) \leq 3$ and $0 \leq (y - y_k) \leq 3$, where $(x_k, y_k)$ is the $k$-th grid point in the global grid system. The reference point $(x_k, y_k)$ is assigned for each time step such that the patch grids always cover both forewing and hindwing with an adequate margin. The computation domain as well as the reference velocity and Reynolds number are $U_c = f L = 0.344m/s$ and $Re = \rho f L^2/\mu = 275$.

Computation is performed in the range of $-2 \leq x \leq 5.8$ and $-2 \leq y \leq 7$. A moving patch grid system is employed in the region of $0 \leq (x - x_k) \leq 3$ and $0 \leq (y - y_k) \leq 3$, where $(x_k, y_k)$ is the $k$-th grid point in the global grid system. The reference point $(x_k, y_k)$ is assigned for each time step such that the patch grids always cover both forewing and hindwing with an adequate margin. The computation domain as well as the reference velocity and Reynolds number are $U_c = f L = 0.344m/s$ and $Re = \rho f L^2/\mu = 275$.

4.4 Flow around the Flapping Wings of a Tethered Dragonfly

Wang and coworkers [40, 41] filmed the wing flapping of a tethered dragonfly at 1500 frames per second. The mean flapping frequency was $f = 33.4$ Hz. Their results included 19 frames from the film sequence for the chord positions of the fore and hind wings at 2/3 wing-span during one wingbeat (see Fig. 12). This dragonfly was found to beat its forewing and hindwing at different phase, with the hindwing about $22^\circ$ ahead of the forewing. In the present study, the flow field induced by the flapping wings is computed with the implicit virtual boundary method. The chord length $L = 0.0103m$ and the wing flapping period $t_c = f^{-1}$ are assigned as the reference length and time, respectively. The corresponding reference velocity and Reynolds number are $U_c = f L = 0.344m/s$ and $Re = \rho f L^2/\mu = 275$.

Computation is performed in the range of $-2 \leq x \leq 5.8$ and $-2 \leq y \leq 7$. A moving patch grid system is employed in the region of $0 \leq (x - x_k) \leq 3$ and $0 \leq (y - y_k) \leq 3$, where $(x_k, y_k)$ is the $k$-th grid point in the global grid system. The reference point $(x_k, y_k)$ is assigned for each time step such that the patch grids always cover both forewing and hindwing with an adequate margin. The computation domain as well as the reference velocity and Reynolds number are $U_c = f L = 0.344m/s$ and $Re = \rho f L^2/\mu = 275$.

Figure 11 reveals the resulting streamlines at four representative times. The photographs for this same flow configuration [39] are also shown in Fig. 11 for comparison. Good agreement between the present numerical result and the experimental photographs is observable.
Fig. 11 The resulting streamlines at (a) $t = 0.04$ (b) $t = 1.45$ (c) $t = 2.56$ (d) $t = 3.36$.

Fig. 12 The chord positions of the fore and hind wings during one wingbeat.

Fig. 13 The computation domain and two representative patch grids.

1. Quasi-steady state solution is reached within 4 wingbeats. The computation is carried out on an Intel Core i5-4200M CPU @ 2.50GHz. It takes 0.04 s for one solution iteration.

Figure 14 shows the numerical results of isobars and velocities at the 19 frames under quasi-steady state. The increment of the isobars is $\Delta p = 10$. Again, the isobars in red and in blue denote positive and negative
Fig. 14 The resulting isobars ($\Delta p = 10$) and velocity vectors at the 19 frames.

pressures, respectively. The net surface force acting on the forewing and hindwing during a complete cycle of wingbeat is revealed in Fig. 15, where the frame number $i$ corresponds to the dimensionless time $t = (i - 1)/19$.

Frame 20 is identical to frame 1. It is noted from Fig. 12 that the attack angle of the flapping wings is close to $90^\circ$ at the beginning of the downstroke (see frame 3 or $t = 0.105$ for instance). Under this situation,
the vertical force $F_y$ (the vertical components of the resulting force) of both forewing and hindwing reaches the maximum value (see Fig. 15(a)). The vertical force is weaken later at frame 8 or $t = 0.368$ due to the “leakage” of the positive pressure from the downside of the forewing to the upside of the hindwing. Subsequently in the time interval $0.4 \leq t \leq 0.6$ (see frames 9-13), the vertical force is essentially zero when the wings are turning around for the upstroke. From frames 14-15, one sees two large low pressure vortexes shedding from the hindwing. In the upstroke the attack angles of the wings are small. Surprisingly, the wings produce upward vertical force even during the upstroke. Moreover, the horizontal force $F_x$ (see Fig. 15(b)) is very strong in the entire wingbeat except for a short time near the end of the downstroke ($0.4 \leq t \leq 0.5$). The back-and-forth horizontal force, together with the upward vertical force, might account for the fact that the dragonfly is trying to escape from being tethered, rather than being hovering. The hindwing seems to offer more force (both vertical and horizontal forces) than the forewing.

4.5 Solution Accuracy and Numerical Stability

Theoretically, the weighting function scheme (6) is a locally analytical formulation. In the conventional NAPPLE algorithm [30], however, the accuracy in space is only of the second-order. This is attributed to the use of the central difference scheme when the continuity equation is discretized in Eq. (13). In the present implicit virtual boundary method, the accuracy would further reduce to the first-order in the vicinity of the solid-fluid interface due to the assumption of the bi-linear function (25)-(27). The major drawback is that the viscosity effect has to be neglected from Eq. (31), and therefore the drag coefficient is slightly under-predicted as revealed in Table 1 when the solid-fluid interface is stationary. Nevertheless, use of the bi-linear function (25)-(27) provides a great numerical stability during the computation. Numerical stability could be no less important than the order of truncation error that a high-order scheme offers especially when the solid-fluid interface is dynamically moving. On an accelerating boundary, the viscosity effect might not be so significant (see Eq. (31)).

In 1910, Richardson [42] proposed an explicit three-time-level scheme for solving transient heat conduction. The unsteady term was discretized with the standard central difference method such that the scheme is second-order accurate in the time coordinate. Unfortunately, the Richardson method [42] proves to be unconditionally unstable and cannot be used to discretize the unsteady term. This evidences that the accuracy of a numerical scheme in time coordinate cannot be assessed by the order of truncation error alone. Numerical stability should be taken into account. For the case of flow past a stationary cylinder, the CFL number employed in the present computation is $\lambda = \infty$, i.e. the steady-state solution is solved directly. By contrast, Taira and Colonius [36] found that their numerical method is stable up to only $\lambda = 0.46$ for this same case. Similarly, for the case of in-line oscillating cylinder in rest fluid, the CFL number employed in the present computation is $\lambda = 20$. Hence, only 250 time steps are needed in a half period of oscillation as compared to more than 10,000 time steps (due to the CFL restriction $\lambda < 0.5$) required by many previous studies that employed an explicit time-marching scheme at the same spatial resolution. A detailed study on the numerical stability and CFL number can be found in Ref. [26].

5. CONCLUSIONS

The implicit virtual boundary method is proposed in the paper for fluid flow around a moving boundary of irregular shape. Performance of this new numerical
method is examined through four test problems. Based on the numerical results, the following conclusions are drawn.

(a) The algorithm of the implicit virtual boundary method is very simple, and thus the computer programming is easy.
(b) The external force imposed at the forcing point is determined numerically. Its value converges stably due to the use of the implicit scheme.
(c) Use of the path grid system conserves both CPU time and memory storage significantly.
(d) The tethered dragonfly in section 4.4 is trying to escape from being tethered, rather than being hovering.
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