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ABSTRACT
Complexity of products and systems is increasing through digitalization, interdisciplinarity as well as high technology maturity and new business models. In consequence, new product development (NPD) projects need to manage and satisfy a large number of requirements from a broad range of stakeholders. Yet, NPD projects are often delayed due to requirement changes. In this paper, a new method for analyzing requirement change propagation is presented. The method is based on the assessment of requirement interrelations structured in a requirements structure matrix by a modified page-rank algorithm. By the method, a high number of strongly interrelated requirements can be analyzed in an efficient manner. Additionally, higher-level interrelations as well as the relative weights of requirements are also incorporated in the analysis. Hereby, an efficient holistic approach towards the analysis of requirement change propagation is proposed.
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1 INTRODUCTION

 Complexity of products and systems is increasing through digitalization, interdisciplinarity as well as high technology maturity and new business models. In consequence, new product development (NPD) projects need to manage and satisfy a large number of requirements from a broad range of stakeholders. Requirements management therefore is a key success factor for NPD projects (Brauns, 2016). Volatile and incomplete requirements significantly affect project success and cause delays in nearly 24% of all (software-) projects (Pohl, 2010). Delays are often caused by requirement changes (Song et al., 2017). One reason is that requirements are often treated as independent entities, although they are highly interdependent by physical fundamentals or working principles (Scholle et al., 2015). These interdependencies can cause propagation of requirement changes. If propagating requirement changes are not considered, inconsistencies in the requirement set will occur (Pohl and Rupp, 2015). Most notably such requirement changes are occurring at decisions points when requirements are reassessed (Albers et al., 2018). Usually, errors are disclosed and accordingly proper actions are initiated to correct such deficits (Albers et al., 2018). Besides those intended requirement changes, development projects also face unintended changes. For example, external circumstances can force the project team to adapt the set of requirements (e.g. new standards, changes in competition or technology-breakthrough) (Gräßler et al., 2018a). To address this issue, requirement changes and change propagation within the requirements set (i.e. a sequence of changes to related requirements) should be part of decision-making processes. The increase of this problem correlates with the complexity of systems. Whilst consistency of the requirements set can be ensured by engineer’s experience for few requirements, it is not feasible for highly complex, interdisciplinary systems with a large number of requirements.

 To assess the propagation of requirement changes in complex systems, a large number of highly interrelated requirements has to be analysed in an efficient way. The research objective of this paper is to answer the following research questions:

 - How can relationships within a large number of requirements be analysed efficiently?
 - How can the calculation effort for the incorporation of higher-level interdependencies between requirements be reduced?

 To answer these research questions, an initial literature study on matrix-based approaches towards change propagation in requirements engineering was conducted. Results are summarized in section 2.

 In section 3, a novel approach towards requirements structuring based on a modified PageRank algorithm called ‘Requirement Rank’ is presented. The approach is validated in a two-fold approach: At first, a qualitative comparison to existing approaches is made. This is followed by an empirical validation in a students’ development project.

 The approach presented yields the potential to improve NPD significantly by reducing iterations induced by requirement changes throughout an efficient, broad assessment of potential requirement change propagation. In comparison to existing approaches, the proposed Requirement Rank is faster in computation, even though higher level influences can be incorporated into the holistic approach.

2 STATE OF THE ART

 Requirements Engineering is a key task in product development (Eben, K. G. M. and Lindemann, 2010). Although most research is done in software engineering (Pohl and Rupp, 2015), several requirements engineering approaches were developed and transferred to product engineering (Jochem and Landgraf, 2011).

2.1 Requirements engineering

 Major activities of Requirements Engineering are to elicit, document, check, align and manage requirements (Rupp, 2014; Pohl and Rupp, 2015). Requirements constitute the needs and information from all system stakeholders and thereby set the basis for verification (product is built right) and validation effort (right product is built) (SE Handbook Working Group, 2014). In case a system is considered as verified and validated, it fulfils all requirements and satisfies the stakeholder needs (Gräßler and Hentze, 2017).
To ensure that development activities target the actual needs, it is important to update the requirement set alongside a deeper understanding of the stakeholder needs, environmental restrictions as well as the system itself. Such understanding is increasing with system maturity and project progress. Requirement changes are mostly originating from dynamics of stakeholder interests, further restrictions or inaccuracy/fuzziness during requirement elicitation (Pahl et al., 2007). The impact of requirement changes on project duration, as mentioned in section 1, can be traced back to the change propagation within the requirements network for most subsystems and components (Pohl and Rupp, 2015).

Recent research shows that the simplification to treat requirements as independent from one another is insufficient and emphasizes the importance of considering dependencies for product development projects (Brauns, 2016; Pohl, 2010; Song et al., 2017). In literature several types of requirement dependencies are described (Pohl, 1996; Dahlstedt and Persson, 2005; Rupp, 2014; Gräßler and Hentze, 2017; Robinson et al., 2003). A very simple differentiation is whether the dependency is unidirectional or bidirectional (Clarkson et al., 2004). Various dependency-models can be found in literature. First, they vary according to the level of detail. Second some include dependencies between requirements and non-requirement artefacts (e.g. documents) (Pohl, 1996), others focus solely on requirement-requirement dependencies (Gräßler and Hentze, 2017). Taking a wide perspective can be very useful for traceability (Rupp, 2009), but leads to significantly more interconnections. In order to identify and assess requirement changes within the requirement set, it is sufficient to take a narrow perspective and just consider requirement-requirement dependencies. The identification and assessment of requirement changes should be performed in a systematic way. Part of this is to understand and predict the change propagation. Such knowledge is valuable to:

- assess the impact of a requirement change on the requirement-network
- decide on change implementation and consequences in the requirement set
- assess the probability of a propagating requirement change, induced by changes of other requirements

Approaches towards impact analysis and change assessment not intended to address requirements directly were presented by Weber and Deubel (Weber and Deubel, 2003) or Krusche (Krusche, 2000). The dynamics of customer requirements and its management is addressed by other approaches (Gutpa et al., 2018). All approaches mentioned yield the potential to support requirements engineering.

2.2 Matrix-based approaches towards requirements interdependency and change propagation

Based on the Design Structure Matrix (DSM) proposed by Eppinger and Browning (Eppinger and Browning, 2012; Browning, 2001), other approaches addressing change propagation between either components or their requirements have been presented by various authors (see (Clarkson et al., 2004; Eben and Lindemann, 2010; Gräßler et al., 2018b)).

Taking into account the DSM representing the relationship of subsystems or components in a square matrix, the impact and propagation of changes of system elements in a system is addressed by the Change Prediction Method (CPM) proposed by Clarkson et al. (Clarkson et al., 2004). Probabilities are incorporated to assess the risk of change. The risk is calculated by multiplying a matrix representing the likelihood of change and a matrix representing the impact of changes. Higher-order dependencies can be analysed with CPM as well. The result is a change propagation tree combining both direct and indirect dependencies. Both impact and likelihood matrix are set-up manually. The effort of calculation is relatively high due to the dense nature of the matrices (Clarkson et al., 2004).

An approach for assessing the interdependencies of requirements in a design structure matrix is presented by Eben and Lindemann (2010). Here, the requirements are considered as the nodes of a directed graph. Edges represent interdependencies. To filter critical requirements, graph-theoretical indicators such as active and passive sum as well as criticality are taken into consideration (Eben and Lindemann, 2010). Change propagation is assessed by analysing reachable nodes of a single requirement (Eben and Lindemann, 2010).

Another matrix-based approach towards change propagation was presented by Gräßler et al. (Gräßler et al., 2018a; Gräßler et al., 2018b). Here, requirement interrelations are assessed in the Requirements Structure Matrix, a derivative of the DSM. To reduce efforts compared to the approach of Eben and Lindemann, the RSM can be derived semi-automatically by applying a rule set (Gräßler et al., 2018b). The identification of critical requirements based on interdependencies is combined with a risk indication per requirement. This risk assessment is based on the criteria ‘uncertainty’, ‘dynamics’ and ‘relevance’ of a requirement (or its source) (Gräßler et al., 2018a). Yet, higher-level interdependencies are not considered by the approach.
The differences between the approaches presented are outlined in table 1 below.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Integration of Change Propagation</td>
<td>Yes</td>
<td>Yes</td>
<td>Limited (just direct influences)</td>
</tr>
<tr>
<td>Direct implementation of change risk</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Usability for a large number of requirements</td>
<td>Limited (calculation effort)</td>
<td>Limited (calculation effort)</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Approaches considering higher-level interdependencies are less applicable to complex problems. They require too high calculation efforts for indirect interdependencies in the dense matrices depicting the interrelations. If only direct influences are considered, the integration of change propagation is limited since higher-level interdependencies are not considered.

Overall, there is no sufficient support in product development for requirement change analysis, which takes into account higher-level requirement interdependencies and change propagation. Furthermore, existing approaches are not scalable to extensive requirement sets, which will become more important in future development of complex and interdisciplinary systems.

3 METHOD FOR ANALYSING REQUIREMENT CHANGE PROPAGATION BASED ON A MODIFIED PAGERANK ALGORITHM

In this section, a novel approach towards requirement structuring based on the PageRank algorithm is presented. Originating from computer science, the PageRank algorithm was developed by Brin and Page as Google’s approach towards analysing the structure of the World Wide Web for optimization of search engine results (Brin and Page, 1998). The PageRank of a webpage is an indicator for a random user using the interrelations (here: hyperlinks) between two webpages to navigate to another page. A user of the world wide web is modelled by equation (1). The chance of choosing a random page is \(1 - d\). In the context of requirements engineering, the PageRank represents the potential change propagation in a given requirement network.

For the application of the PageRank algorithm, a given matrix has to be analysed as a graph. In this paper, the requirements structure matrix (RSM) is taken as the input for the PageRank analysis. Every node represents a requirement and every edge between two nodes represents an interdependency between two requirements (Gräßler et al., 2018b). Based on the graph the sets \(E^{\text{in}}_i\) and \(E^{\text{out}}_i\) are defined as the set of inbound and outbound edges of a requirement \(r_i\). The sets therefore represent the requirements by which \(r_i\) is influenced by and \(r_i\) influences, respectively. A specific interdependency between requirements \(r_i\) and \(r_j\) is therefore set as \(v_{ij}\). For the total number of \(n\) requirements and a damping factor \(d\), the Requirement Passive Rank \(PR(r_i)\) for the requirement \(r_i\) is computed as:

\[
PR(r_i) = \frac{1 - d}{n} + d \sum_{r_j \in E^{\text{in}}_i} \left( \sum_{r_k \in E^{\text{out}}_j} \frac{PR(r_j)}{v_{kj}} \right)
\]

(1)

Subsequently a Requirement Active Rank \(AR(r_i)\) will be defined. The influence of a requirement onto others is characterized by \(AR(r_i)\), the influencing of a requirement by \(PR(r_i)\). This algorithm for \(PR(r_i)\) differs in the second addend from the original formula of Brin and Page. In the original, the sum of all pages pointing to \(r_i\) is taken and the quotient of \(PR(r_i)\) divided by the number of outgoing links of \(r_i\) is calculated. In order to integrate the strength of interrelation of the specific entries of the RSM into the calculation, the second sum here for the edges starting from \(r_i\) is added. The quotient is calculated from the Page Rank \(PR(r_j)\) and the interdependency \(v_{kj}\) between \(r_k\) and \(r_j\). This improvement to the original method allows the consideration of the strength of the observed
interrelations between requirements. This is not to be confused with the weighted Page Rank. (Xing and Ghorbani, 2004)
The method defined by equation (1) is an iterative method. Initial values have to be chosen. In this case, all nodes are assigned the same weight, i.e. \( PR(r_i) = PR(r_j) = \ldots = PR(r_n) = \frac{1}{n} \). In every step of the iteration, the weight of node \( r_i \) is distributed between all neighbouring nodes \( r_j \) with an edge between \( r_i \) and \( r_j \). Value \( v_{ij} \) in the RSM indicates the amount assigned to an edge. For every \( d < 1 \), convergence within the values \( PR(r_j) \) is achieved. This means that each additional step changes the sum of all \( PR(r_j) \) less than a predefined value \( \varepsilon \), close to 0. Moreover, for a \( d < 1 \) a unique solution is obtained. (Bryan and Leise, 2006)

Through the damping factor \( d \in [0;1] \) a certain amount of the weight is distributed to all other nodes. It characterizes the likelihood a requirement is changed by another requirement, where no direct interrelation is denoted in the RSM. The factor \( d \) therefore represents the extend of assumed uncertainty in the elicitation of requirements interdependencies. For \( d = 0 \) the Requirement Passive Rank is equal for all requirements and the interpretation is that all requirements influence one another randomly while no interdependency is known. For \( d = 1 \) all possible interrelations are known and the likelihood of a changes to requirements, not represented by the RSM or not linked to other requirements, is set to 0. Since the method is not stable for \( d = 1 \), the factor can be set as \( d = 0.9999 \) for a calculation under said pretences. As proposed by Brin and Page, in practice a value of \( d = 0.85 \) can be assumed, as it proved to be a robust choice for \( d \). Intelligent strategies in choosing \( d \) though the values of the RSM can be applied. (Fu et al., 2006)

For a project with 30 requirements where a specific \( r_i \) has three inbound interrelations, the requirement \( r_i \) is influenced by any neighbouring requirement with a chance of \( \frac{0.85}{3} \approx 0.2833 \) and by any other requirement with a chance of \( \frac{0.15}{27} = 0.0055 \).

Following the original work and applying it to the given context, the value \( PR(r_i) \) can be interpreted as the likelihood a requirement \( r_i \) is changed within the network defined by the RSM. The overall sum of all these likelihoods is \( \sum r_i = 1 \).

Since the overall sum of all Requirement Passive Ranks is constant through every step, and distributed through the whole examined system, the method yields a holistic view of all requirements. Therefore, the user is able to interpret each calculated value within the context of the whole system. Nodes with no outbound edge, are called dangling nodes. If a RSM includes such a requirement, a modification to equation (1) is needed as to ensure convergence of the method. (Bryan and Leise, 2006)

An exemplary result can be examined in Figure 1, where the diameter represents the Requirements Passive Rank. Requirement \( r_2 \), as the node with most inbound edges, is ranked highest. Requirements \( r_5 \), \( r_4 \) and \( r_6 \) are all weighted similarly less than requirement \( r_2 \), while having a different number of inbound edges. The effect traces back to the distribution of the weight of one’s neighbour, as seen in the \( r_3 \) to \( r_6 \): comparison \( r_2 \) has more inbound edges, but \( r_5 \) is neighbour to the relatively high weighted \( r_2 \).

![Figure 1: Exemplary Requirement Graph. The size of the nodes represents the Requirement Passive Rank \( PR(r_i) \).](image)

Besides the effect of changing requirements on a specific requirement, the effect of a specific requirement on other requirements has to be considered in prioritization of requirements. For said
effect, the Requirement Active Rank $AR(r_i)$ of a requirement is calculated by interchanging the sets $E^{in}$ and $E^{out}$ in the algorithm above. The active value $AR(r_i)$ therefore calculates the likelihood a requirement $r_i$ induces a change impulse within the system. The Requirement Active Rank algorithm yields for the RSM, given above, the following values for the Requirement Active Rank $AR(r_{1..7}) = (0.121; 0.22; 0.121; 0.155; 0.121; 0.108; 0.154)$.

### Table 2: Exemplary Requirement Structure Matrix (RSM)

<table>
<thead>
<tr>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$r_3$</th>
<th>$r_4$</th>
<th>$r_5$</th>
<th>$r_6$</th>
<th>$r_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

$PR(r_i) = 0.18 \ 0.7 \ 0.02 \ 0.02 \ 0.20 \ 0.19 \ 0.02$

The values of $AR(r_i)$ can be plotted against those of $PR(r_i)$ to evaluate the joint value of a requirement in comparison to all other requirements. The values of $AR(r_i)$ and $PR(r_i)$ are scaled for the highest value of each to be 1. The average Rank is plotted to the portfolio accordingly.

The portfolio plot allows a joint analysis of both the $AR(r_i)$ and $PR(r_i)$. Following

1. a Systems Grid Logic, requirements can be sorted into groups by comparing $AR(r_i)$ and $PR(r_i)$ to the average value $\bar{AR}$ and $\bar{PR}$. This yields four groups high/low instigation - high/low reception (blue lines in Figure 2) (see (Gräßler et al., 2017)),

2. the Isometric Logic of Clarkson, the requirements can be grouped by their distance to the isometric $AR$ and $PR$ values (dotted lines in Figure 2) (see (Clarkson et al., 2004)).

![Figure 2: Exemplary Portfolio Plot](image)

For each of the groups, suggestions for actions can be derived. In both cases, the top right group is assigned the highest risk and the bottom left the lowest risk. The calculated joint value $AR(r_i), PR(r_i)$ is called Requirement Rank.

The Requirement Rank allows a holistic consideration of the effect changing requirements have on other interrelated requirements. In contrast to other approaches, any resulting value can be compared, independent from a specific path length. The relative importance of requirements is aggregated in the Requirement Rank as well, as it is calculated on the basis of the weight of each node and the interrelated nodes. Hence, the selection of the requirements with the highest risk is absolute and not in relation to only the nearest neighbour, thus fulfilling the requirements to a holistic method of prioritizing requirements.
4 VALIDATION

To validate the results, a qualitative discussion of all methods presented is performed, the Requirement Rank is applied to a case study for a wheel carrier with 26 requirements (Gräßler et al., 2018b) and for a qualitative analysis and to a set of 68 RSMs for a quantitative analysis.

4.1 Qualitative comparison

To assess the validity of the results, the proposed method is compared qualitatively to the CPM method from both, a theoretical and a case study perspective.

4.1.1 Qualitative comparison to the Change Prediction Method (CPM)

The aim of the DSM based methods shown in section 2 is to give a prediction of change propagation. To substantiate the application of the Requirement Rank algorithm, the presented approach is compared to Change Prediction Method (CPM). Both methods are compared in regards to the three characteristics mentioned in section 2.

- Integration of Change Propagation
  The basic approach of probabilistic considerations is the same for the Requirement Rank as for the CPM. In the Requirement Rank method, the random surfer principle is used for interpretation. The principle can be summarized for the adjacency matrix and the transposed adjacency matrix as follows: The likelihood a requirement will affect the system and how much it will be affected. Through the random surfer principle, the change in one requirement propagates through the whole system of requirements with decreasing strength.

- The overall result of the CPM are the likelihood and risk of a requirement to change. As the values are calculated through consideration of all chains of change propagation up to a predefined length, change propagation is implemented in the CPM method locally.

- Direct Implementation of Change Risk
  The values $PR(r_i)$ are the chance a requirement is changed by any other requirement with the sum over all chance being 1. Therefore, a direct risk of the chance a requirement to change is obtained. The value $AR(r_i)$ furthermore yields the chance, i.e. risk, of a requirement to change any requirement other of the system.

- As the CPM yields the likelihood and risk of a requirement to change. As for the method, proposed in section 3, the change risk is obtained directly.

- Computation time
  Computation time of the PageRank is linear dependent on both the number of edges and vertices, as linear systems of equations have to be solved (Bryan and Leise, 2006). CPMs is exponentially dependent on the number of nodes due to the breadth-first search of the graph. For a depth length of bigger the six, computation times out (Clarkson et al., 2004).

4.1.2 Case study - wheel carrier

Part of the Formula Student’s race car of Paderborn University, the wheel carrier is an additively manufactured component. The initial requirement list contained 25 elements. A detailed description of the wheel carrier can be found in (Gräßler et al., 2018b).

When applying CPM to the case study, the computation timed out. Results obtained by the Requirement Rank were computed efficiently and fast. Since higher-level interdependencies are automatically considered, the results are more differentiated compared to conventional approaches based on active and passive sum. With the conventional approaches, the three requirements $r_{10}$ (specification of interfaces), $r_{17}$ (specified loads) and $r_{18}$ (maximum displacement) as well as the two requirements $r_{11}$ (position of brake caliper) and $r_{25}$ (temperature resistance) are classified by an identical $AR$ and $PR$ for each group.

By applying the requirement rank, differentiated results were obtained: Requirement $r_{10}$ is characterized by a higher $AR$ compared to $r_{17}$ and $r_{18}$ (whose $PR$ is higher) an may therefore be prioritized higher due to its driving character in the network. When comparing $r_{11}$ and $r_{25}$, both $AR$ and $PR$ are higher for the first requirement. Results obtained by Requirement Rank are more differentiated in comparison compared to conventional approaches since higher level influences were considered.

The advantages of the Requirement Rank, faster computation time and a differentiated analysis were validated by the case study of a wheel carrier.
4.2 Quantitative study

For a quantitative study of the results, a set of 68 Requirement Structure Matrices with up to 25 requirements each were examined. The RSMs were obtained by students, eliciting requirements for various products. The objective of this study is to compare results of the Requirement Rank with conventional, graph theoretical, matrix based approaches such as active and passive sum proposed by Eben and Lindemann (2010) and Gräßer et al. (2018a), introduced in section 2. At this point it is added that the Eben and Lindemann method can also be applied to the RSM instead of the DSM. Only a more specific matrix with regard to the requirements, which can be taken from the DSM.

Quantitatively, the comparison can be made over the groupings of the requirements with two different logics. The overlapping of the requirements in the groups shows comparable quality of the methods. For each requirement \( r_i \) within the RSM, the values for the Requirement Active \( AR(r_i) \) and the Passive Rank \( PR(r_i) \) were calculated as well as the active sum \( AS(r_i) \) and passive sum \( PS(r_i) \). To clarify and repeat the terms, the Requirement Rank is the calculated joint value \( AR(r_i), PR(r_i) \). Following the groupings of section 3, i.e. by the System Grid logic and the Isometric logic, all requirements were sorted into groups by their active and passive sum and their Requirement Rank respectively.

![System Grid Logic](image)

![Isometric Logic](image)

For each project, the overlap between the requirements in each group is calculated. As an example, if \([r_1, r_2, r_3]\) and \([r_1, r_2, r_4]\) are sorted into one group by the Requirement Rank and active/passive sum method respectively, an overlap of 66.6% is calculated. The overlap in percent over all groups and projects is displayed in Figure 2 and Figure 3. For a grouping by the System Grid logic, an average of 61% of the requirements are sorted into the same category and for the isometric logic, the average overlap is 70%. It can be observed that for both methods, the comparatively highest amount of groups contains the same requirements.

![Relative difference in position in ordering by criticality between sum and Rank](image)
The proposed approach is based on an active and passive score for inbound and outbound relations of a requirement. Hence, the high amount of values, sorted into the same category is logical. For both the sum and score, the criticality (according to Eben and Lindemann, 2010) is calculated and a ranking is obtained. The difference in position within the ranking for each requirement over all RSMs is displayed in Figure 4. The mean difference value is 0 with a standard derivation of 4.41 and the mean difference of the absolute values is 3.06 with a maximum difference of 19. The results obtained by the Requirement Rank are similar to the results obtained with the approach of Eben and Lindemann (2010).

4.3 Summary of the validation

The proposed Requirement Rank method is shown to have qualitative advantages in comparison to existing approaches. With a wider range of applications, the method can be used in a wider set of practical contexts. Degrees of freedom are higher and computation time is lower than of those of the other methods. Additionally, the quality of results is higher as well, while being based on the same basic approach. Especially for the development of products with high complexity, applicability is proven. Thus, the method is usable for a type of development projects with a high need for requirement prioritization.

These results are manifested in the quantitative analysis as well, since a similarity to conventional approaches was proven, but not equal results over a set of different RSMs. Therefore, no contradiction between the proposed and the established and well-established methods is found, while improvements to the premise of the analysis were made.

5 CONCLUSION AND OUTLOOK

Due to requirement interdependencies, the change of one requirement can influence other requirements. An assessment of requirements regarding their likelihood of changes enables advanced decision making in NPD. A method for prioritizing requirements by calculating a Requirements Rank is presented in the paper. It was derived by modification of the Google PageRank algorithm originally proposed by Brin and Page (1998). Besides inbound and outbound dependencies, weights of all interrelated requirements are considered by the method. This yields a holistic view of the priority within a requirements network. A parameter to formalize uncertainty in requirements elicitation was implemented in form of a damping factor. The proposed method was validated qualitatively and quantitatively by a comparison to existing approaches in a case study with 68 requirements structure matrices (RSM). Compared to existing approaches, the method yielded a broader range of applicability, a more holistic approach and a faster computation time.

Since the proposed method is fast in computation, an efficient application to highly complex systems with large RSMs is possible. It is expected that the method performs well on a large number of requirements since the PageRank was developed for web graphs bigger than a million nodes. A validation for complex systems and large, dense RSMs will be part of future work. Additionally, further studies into the optimal choice of the damping factor are proposed. Methods of choice for \( d \) in the context of robustness exist (Fu et al., 2006), but an analysis regarding use cases in requirements engineering demands further investigation.

Lastly, none of the mentioned methods takes into account the type of interrelation between the requirements. Since the type of interrelation has a high implication onto the type of suggested actions, further studies into the integration of the type of dependency are planned.
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