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This Element reads as a catalogue of disappointment. The twenty-first century dawned with dreams of information technology enabling better health through new services and support for doctors and patients alike. ‘Glitches’ and false starts were explained away as minor irrelevances or beginners’ difficulties. Yet even as online information and commerce have exploded, the promise of improved health communication remains a mirage – beautiful but illusory.

Health communication failures persist, and they can no longer be explained by the novelty of the tremendous communication apparatus that surrounds us. This Element explores the failings and the risks those failures pose for patients and healthcare professionals. Origins of these difficulties are traced to the nature of knowledge and the problem of linking it to ‘reality’, and some of the psychological processes that lead people to accept misinformation are considered. Focused attempts to address the problem – education, campaigns, programs – are discussed, and structural concepts such as health literacy and patient empowerment are scrutinized both for the help they might provide and for their role in the perpetuation of the difficulties. In addition, the special capability, responsibility, and interest of doctors to move against communication failures are considered as a key resource to combat health misinformation.

What emerges is not a single culprit who stands in the way of applying sound knowledge to achieve better health, but a network of influences and conditions damaging (purposely or not) people’s ability to distinguish accurate from inaccurate information. The problem brings us back to a perennial question – what are good reasons for knowing one is right, overlain with the modern objective of actually improving health. The problem of misinformation, then, isn’t a ‘glitch’ but a foundational problem for new technology and health information. While we cannot offer a broad solution, we note central preconditions for and promising examples of improved communication and understanding.

Introduction: The Problem of Knowledge Failures in Health

Since the discovery of microorganisms as causal agents in infections, medicine has been transformed by immense technological achievements – from vaccination to prevent disease, antibiotics to treat disease, and imaging methods, starting with X-rays, to diagnose disease. Today’s three-dimensional imaging that visualizes physiological function as well as anatomical structure has revolutionized medical diagnosis. New laparoscopic surgical techniques return patients to normal life in days rather than months, and a vast armamentarium of new medicines has revolutionized even the treatment of fearsome diseases.
like cancer as well as many conditions perhaps less frightening but still debilitating.

Alongside the impacts of medical innovation, there have been extraordinary achievements in improving public health. Through coordinated efforts, smallpox was eradicated in 1977, and polio remains endemic in only a few countries in the world. Clean water and improved sanitation have virtually eradicated diseases like cholera and dysentery in large parts of the world. These public health successes involved much more than medical innovation. They required extensive programs of education and persuasion, leading to community and individual acceptance and participation. The success of eradication programs, for example, depends on rapid reporting of new cases, acceptance of vaccination, and adoption of allied practices like quarantining.

In tandem with these developments, the very concept of health has evolved, entailing far more than the biomedical treatment of disease. Health today is recognized as a profoundly personal concept that entails physical, mental, and social well-being.\(^1\) The importance of this enriched concept of health lies in the fact that we live in an information-rich age that makes people ever more capable of autonomous action with the potential to improve their health. To realize this potential, people not only have to be made aware of their biomedical needs but they also must be persuaded that those needs are important to their health goals and be motivated to adopt the appropriate actions. By all accounts, the difficulties faced by health professionals and institutions in accomplishing these tasks have limited the realization of the potential of medical technology and public health expertise.\(^2\)

A recent vivid example is the development of vaccines for Covid-19 – a technological tour de force accomplished in an extraordinarily short time, building on decades of research on related organisms and new RNA-based approaches to vaccination. Yet, despite its enormous benefits, vaccination adoption has been far from universal. Even in April 2022, fifteen months after the introduction of Covid vaccines, barely half of the eligible population in the European Union had received a primary vaccine course plus one booster, and 25% remained completely unvaccinated.\(^3\) Such problems are by no means novel. As of 2003, only 50% of patients in developed countries with chronic health conditions adhered to treatment protocols, and even fewer did so in developing countries.\(^4\) In short, people are making health choices too often to their own detriment.

The causes of problematic health choices are, in part, systemic. Access to primary healthcare is cited as a major factor. Global economic inequality limits the availability of healthcare services. This is compounded by a lack of education that impairs people’s ability to read and understand health information.
However, even in wealthy countries with high rates of literacy and extensive healthcare systems, innovations and new tools fail to provide anticipated benefits due to human factors. Technological innovations achieve little if people refuse to accept them, particularly if they deny the health problem is serious or that the innovation is safe and efficacious. In recent cases, these beliefs are coupled with suspicion of government and institutions like business (Big Pharma), distrust of ‘experts’, and feelings of powerlessness and insecurity. As a result, too many people reject technological innovations – they find their own information, make their own choices, and pursue their own treatments.

The issue we examine in this Element arises from these decisions. What problems can emerge when people seek health information? Prior to the dominance of the internet, traditional family lore and experience provided health guidance until the patient grew too sick. Then, people sought the advice of health professionals. Very few would seek information from medical journals, so the professional served as an information gatekeeper and, to a large extent, guaranteed the accuracy and relevance of presented information. Of course, some information might be omitted, and the information presented could lean towards a particular interpretation or favour a particular recommendation. Nevertheless, the professional’s goal was to tailor the information to that patient’s health problems and their capacity to comprehend, accept, and respond to them.

When patients use the internet to find health information, at least two problems arise. First, the information is not tailored to the patient. This means that the patient must assess the information’s relevance and applicability to their specific health condition. However, the patient’s health expertise is limited. The patient is well attuned to his specific symptoms and circumstances. But, few patients have the medical background knowledge to assess for themselves the relevance and meaning of information for their case. Second, the internet provides little guarantee of the quality of information presented. Conflicting information appears without filters or other forms of validation. Systems are proposed for rating the reliability of websites (e.g., HON rating), but they lack clear criteria, and such criteria may not exist relative to personalized needs. Again, patients are left to make their own judgements regarding information veracity. The physician’s expert knowledge and ability to make educated judgements about what information is critical to the diagnosis and treatment of that patient is missing. Those patients who choose to ‘go it alone’ often overlook these differences. Moreover, the patient is often unaware of what he or she doesn’t know – including potentially critical information. Thus, patients may acquire and rely on information that is incorrect or inapplicable or may
remain ignorant of important information. These problems – ignorance and misinformation – are the central phenomena we consider here.

Misinformation in the field of health can spread with or without intention. In the latter case, we may speak of error. The intentional provision of misinformation is also called disinformation. The global foray of Covid-19 disinformation has drawn much attention to the influence of falsehoods promulgated worldwide. Prominent news reports highlight the resulting problems. As Covid-19 cases increased rapidly in Iran, disinformation was circulated claiming that gargling or drinking alcohol prevented or cured the infection. As a result, 728 deaths from methanol poisoning were recorded in Iran between March and April 2020 compared to 66 during the same period the year before. 6

For the consumer, being misinformed is one type of knowledge failure – holding and believing false information, 7 with all its attendant problems. 8–10 A second well-explored failure is ignorance – the lack of knowledge. We therefore distinguish three groups: (1) individuals who think they have sound knowledge of a matter and get it right, (2) individuals who think they have sound knowledge as well but get it wrong, and (3) individuals who lack knowledge and know it. The irony is that the people in groups 1 and 2 – actual opposites – often feel similar about their knowledge. 11

It is also important to distinguish misinformation from being uninformed – also potentially costly and the focus of much research on health literacy. People with a lower ability to read and understand medical information display less knowledge and comprehension of healthcare resources, lower rates of compliance with medical advice, and worse outcomes including increased hospitalization and health costs. 12 The goal of improving health grounds health literacy – understanding may be subjective, but not to the point that established facts are ignored or distorted or new ‘facts’ invented. Health literacy implies understanding of what is important to a health decision so that the appropriate skills can be summoned. ‘Self-examination and the application of skills might lead one to decide not to follow specific treatment advice or to negotiate for changing it in a way that better suits one’s life. However, if literacy is to lead to better health outcomes and physical well-being, the literate person cannot distort or ignore relevant facts.’ (p. 310). 13

From antiquity through the nineteenth century, patients’ medical knowledge and their ability to gain more of it were not clinical concerns. Knowledge was what the physician brought to the consultation, and ironically much of it was erroneous. More recent efforts to empower patients and involve them in medical decision-making have created their own problems, and Section 1 considers the societal and technological changes that fostered them. Patient empowerment enables patients – indeed expects them – to participate more actively in
healthcare decisions, seeking to improve patient–clinician relationships, patient satisfaction, and health outcomes. Active patient participation is also an unavoidable (perhaps even subconscious) product of the availability of vast quantities of medical information on the internet and social media, in direct-to-consumer advertising of prescription pharmaceuticals, and in direct-to-consumer marketing of medical tests and screens.

Patient empowerment also highlights the importance of health literacy as a crucial requirement to enable people to make choices that advance their health goals. Unfortunately, as vividly reflected in the controversies over Covid-19 vaccination and treatment, seeking to improve literacy by providing accurate and adequate information cannot ensure that patients make healthy choices. The nature and genesis of knowledge failures and the limits of literacy and empowerment to counteract them form the central issues of the next three sections. **Section 2** presents more systematic considerations of knowledge, its links to external evidence, and potential failures. **Section 3** considers communication processes and their role in exacerbating knowledge failures, specifically the problem of misinformation. **Section 4** considers the challenges facing those seeking to prevent or repair misinformation and the reasons for failure of health literacy and other educational programs as well as public health campaigns to achieve these goals.

In the face of these challenges, countering mistaken beliefs must be more than addressing gaps in patient knowledge. Even well-designed communication campaigns fail. This suggests a central role for the health professional – especially the physician, as we discuss in **Section 5**. There, we consider the nature and role of trust, arguing that a trusting, collaborative doctor–patient relationship can play a critical role in promoting accurate patient knowledge, understanding, and healthy choices.

Health misinformation is a natural, if regrettable, product of human information processing, exacerbated by modern communication technology. It will continue to challenge our health and the healthcare professionals who work with us to improve it. Correcting misinformation is often difficult, and there is no panacea, only strategies to leverage the same tools that lead to being misinformed to counter it, in the hope that over the longer term, people will better understand how to improve their health.

### 1 The Growth of Health Misinformation

Medical misinformation has always been with us. Aside from quackery, it can be seen in theories later disproven and practices based on folk tradition. Hippocrates in ancient Greece held that health was governed by four
humours – blood, phlegm, yellow bile, and black bile. The four were balanced in a healthy person; an increase or decrease of a humour was linked to illness.\textsuperscript{16} This view, refined by Galen, dominated medical thought through the Medieval period. Fever was thought to be due to an excess of blood, so to regain balance the excess had to be discharged, which was achieved by bleeding the patient. Bloodletting as a medical treatment continued to be applied in Western medicine through much of the nineteenth century.\textsuperscript{17}

Unproven treatments found in traditional, folk, and domestic medicine also rely on questionable theories. Many people identified two types of problems – those requiring getting rid of poison and those requiring restoring energy.\textsuperscript{18} Thus, homemade teas using various plant materials were taken either as purgatives (e.g., sassafras as a diuretic, buckthorn syrup as a laxative) or as a tonic (e.g., bitter herbs for the treatment of ‘rheumatism’).\textsuperscript{19} More recently, the internet and social media have facilitated the rapid spread of misinformation. For example, Cannabidiol (CBD) has been shown in clinical studies to have value in treating two rare forms of epilepsy in children. However, the myriad of uses for CBD on the internet, including treatment of pain, anxiety, depression, and inflammation, lack clinical evidence and rely heavily on anecdotal reports.\textsuperscript{20,21}

The focus of this section is the increased availability of information – accurate and inaccurate – to the patient or consumer. The issue of appropriately informing patients about their health problems and treatments is venerable. Discussion of the appropriate roles of physician and patient and the information to be provided in the context of medical treatment date back to Hippocrates, and until recently, physicians held a position of authority that allowed them to act as information gatekeepers deciding what patients needed to know. However, the landscape of patient knowledge has changed profoundly over the past fifty years and with it the dimensions of the problem of misinformation. First, the idea of patient autonomy has undergone a radical expansion, starting with changing expectations about informing patients. Second, the internet has made vast amounts of information relating to health immediately available to everyone and has resulted in the widespread adoption of the internet as a major, often primary, source of health and medical information. These changes have exacerbated the problem of health misinformation.

### The Evolving Doctor–Patient Relationship

The relationship between a healthcare professional – most notably a physician – and a patient involves a necessary asymmetry in knowledge. Knowledge and skill gained through extensive training and experience define healthcare professionals and are the reasons they are consulted. The knowledge held by the
professional but not by the patient is the basis on which the professional can assist the patient. However, it has far-reaching effects; physicians ‘not only advise actions but also evaluate the nature of reality and experience, including the ‘needs’ of those who consult them’. Their expertise allows them ‘to interpret signs and symptoms, to diagnose health or illness, to name diseases, and to offer prognoses . . . By shaping the patients’ understanding of their own experience, physicians create the conditions under which their advice seems appropriate’ (pp. 13–14).22 Beyond assistance, then, this superior knowledge forms a basis for the professional’s authority – a recognition by patients that they need to defer to professional judgements and comply with the physician’s recommendations because of predicted negative outcomes for noncompliance.

Underlying this doctor–patient relationship is the patient’s trust that the physician has the expertise and the motivation to help them. That physician’s expertise can, in fact, help the patient is due to the advances in medical science and technology.18 Beginning in the late nineteenth century, these advances propelled scientific medicine. In 1882, building on advances in microscopic pathology, Koch identified the Tuberculosis bacillus and the germ theory of disease. Antisepsis, along with anaesthesia, advanced the possibilities of surgical intervention. The X-ray entered medical practice in the early twentieth century, greatly increasing the physician’s ability to diagnose illness. Pain management was an early advance with the introduction of morphine in 1844 and aspirin in 1899 as well as barbiturates to calm patients and treat epileptic seizures in 1903. As for actually curing patients of organic disease, diphtheria antitoxin was introduced in the early 1890s. However, it was the discovery of antibiotics – sulfa drugs in the late 1930s, penicillin in 1941, and later in the 1940s streptomycin, chloramphenicol, and tetracycline – that allowed physicians to change the course of disease. The physician’s expertise thus made a bigger difference; it also increased the knowledge asymmetry. Patients had to take more on trust, but this was rarely a problem as trust in physicians also increased.

The knowledge asymmetry limits the patient’s ability to gauge a provider’s expertise, so society (through peer professional groups and state regulation) seeks to ensure a sufficient level of expertise by mandating certain requirements. Physicians must demonstrate through formal education, supervised experience, and examination a sufficient level of competence before being licensed by the state to practice medicine. Practising without a license is criminal. While these credentials and sanctions seek to ensure professional competence, society also seeks to prevent abuse of the knowledge asymmetry by making credentialed professionals legally liable for malpractice – acting against the interests of the person seeking their assistance. These credentials and
consequences lend an institutional legitimacy that adds to the physician’s authority in the health domain.

Physician abuse of that authority constitutes malpractice, and legal cases in the US date back to the early 1800s. However, while numerous notorious malpractice cases can be cited, the legal structure is a clumsy approach to addressing the broader societal concerns regarding professional relationships. Even without legal malpractice, patients can feel dissatisfied with their medical care or with their interactions with health professionals. These broader considerations are discussed in terms of (bio)medical ethics that form part of the physician’s training, and which are maintained as principles by professional societies. In modern terms, Beauchamp and Childress present four moral principles guiding professional action: ‘(1) respect for autonomy (a norm of respecting and supporting autonomous decisions), (2) nonmaleficence (a norm of avoiding the causation of harm), (3) beneficence (a group of norms pertaining to relieving, lessening, or preventing harm and providing benefits against risks and costs), and (4) justice (a group of norms for fairly distributing benefits, risks, and costs)’ (p. 13). Respect for autonomy and justice grew in importance only recently, while nonmaleficence and beneficence have long been important considerations. They are enshrined, for example, in the Hippocratic Oath: ‘I will use treatment to help the sick according to my ability and judgment, but never with a view to injury and wrong-doing.’

Importantly, these norms apply to the physician. The physician is to confer benefits and avoid doing harm, but the requirements of the patients are either absent or implicit. In fact, because of the knowledge asymmetry and its consequences, the patient was long viewed as dependent – either as a passive recipient of treatments or as one who needed to be managed to comply with and adhere to the physician’s recommendations. In this arrangement, appropriate information for the patient was determined by the physician and a common practice and even recommended norm was to withhold information that would cast doubt on the physician’s preferred treatment option. To admit or imply uncertainty could confuse patients or lead them to question the physician’s treatment recommendation and become less compliant. This type of relationship has been described as paternalistic and, by the 1980s, came to be viewed by many as incomplete, if not inappropriate. This was not only an ethical concern. Shorter argues that the advances in the doctor’s ability to treat patients led, paradoxically, to a decrease in their trust in doctors. Patients consult physicians more often for more symptoms, which increases the pressure on physicians to see more patients, so the time available to explore the patient’s concerns shrinks. By the 1980s, the average consultation with a family doctor lasted 11 minutes, and a recent international review found that average primary care physician
consultations ranged from under 1 minute to 22 minutes.\textsuperscript{28} In response, physicians focused on the organic problems at the expense of the patient as a thinking, feeling person – one reason patient trust in physicians declined.

In this context, principles of patient autonomy and justice entered the calculus of the doctor–patient relationship. It is important to remember that healthcare professionals – physicians, nurses, pharmacists – were still primary sources of medical and health information. The internet lay in the future, and accessing medical journals required visiting an academic library, and few lay readers would understand the technical information found there. Media coverage of health was selective. General circulation magazines focused on health were novel. In the US, for example, a general circulation magazine \textit{Hygeia}, later \textit{Today’s Health}, was published by the American Medical Association from 1923 to 1976. \textit{Prevention}, billed as ‘a medical journal for the people’, launched in 1950, but other popular magazines of this genre came much later. \textit{Health} (an American magazine focused on women’s health) was launched in 1981; \textit{Men’s Health} followed six years later, in 1987. As such, healthcare professionals continued to act as information gatekeepers.

Nevertheless, \textit{patient empowerment} gained a prominent place in visions of optimal health following the emergence of the Ottawa Charter from a 1986 international conference, which proposed that ‘health promotion is the process of enabling people to increase control over, and to improve, their health’.\textsuperscript{29} For some, this vision took a relational (e.g., doctor–patient) dimension – emphasizing the need for more egalitarian structures and a more equitable distribution of power between practitioners and patients.\textsuperscript{30} Others took a more individualistic view, focusing on informed choice,\textsuperscript{14} or on patient experience of feelings of power, control, or greater self-esteem.\textsuperscript{31}

\textbf{Patient Empowerment, Literacy, and Autonomy}

Whether structural or individual, patient empowerment implies the active participation of patients in making decisions about their health and healthcare. The appeal of patient empowerment rests on three different traditions of thinking. It is advanced first on ethical grounds, complementing the physician’s norm of respect for patient autonomy – to increase patients’ personal autonomy in decision-making related to their health. A second reason for the growing interest in patient empowerment has been the view that citizens should participate in and take responsibility for their healthcare to control healthcare costs.\textsuperscript{32} Third, and perhaps most importantly, patient empowerment is advocated as improving health outcomes.\textsuperscript{33} These arguments ground a normative vision of ‘patient-centred’ collaborative decision-making involving healthcare professionals and patients.
Despite these arguments, debate arose regarding the operational meaning and desirability of various aspects of patient empowerment. Salmon and Hall, for example, discuss findings regarding patient-controlled analgesia—a seemingly clear case of empowerment. However, patients noted that, rather than control, the benefit was less need to bother the nurses, that is, it ‘dismayed patients by inhibiting assertion of their own needs from clinical staff’. Thus, it is important to understand the patient’s perspective. In a population study in the US, 96% of respondents wished to be offered choices and to be asked for their opinions, although over half preferred to leave the decision to their physician. A patient’s desire for information may derive from concerns other than decision-making, for example, wanting to know the reasons for a recommendation along with an assurance that the range of possible options has been considered. From the standpoint of the physician, as Vinson notes:

This leads to a classic tension in patient care: physicians believe they have remedies that will ameliorate the patient’s condition. The physician must square these interventions with the desires of the patient, which have been increasingly marked by consumerism and the assertion of their own expertise based on lived experience and independent research (p. 1368).

As such, doctor–patient interactions are heavily influenced by the knowledge asymmetry, but must negotiate rather than dictate a treatment plan. Vinson describes the result as ‘constrained collaboration’. We return to this point in discussing bounding patient empowerment and literacy.

If empowering patients is to lead to good decisions and improved health outcomes, patients must be adequately informed. This need for better-informed patients led to an allied focus on health literacy. Health literacy first appeared in a 1974 paper calling for minimal health education standards for all grade levels in the US. Since then, a stream of descriptive research has sought to examine the concept of health literacy, its measurement, and the problem of low health literacy. Health literacy (specifically functional literacy—the ability to read and comprehend health information) has received a great deal of attention because of its proposed impact on individual health and healthcare costs. There is little disagreement that health literacy is crucial in managing one’s health. Studies of low health literacy associate it with lack of knowledge, decreased comprehension, lack of understanding and use of preventive services, poorer self-reported health, lower compliance rates, increased hospitalizations, and increased health costs. Unsurprisingly, patients with low literacy experience poorer outcomes—health status, intermediate disease markers, measures of morbidity, general health status, and use of health resources.
A growing body of research has focused on developing interventions to improve health literacy or limit the problems posed for people with low health literacy, with most of the literature advocating education as a key to health promotion and disease prevention. For example, diabetes education programs improved patient knowledge of diabetes and recommended dietary principles as well as key metabolic parameters (glycosylated haemoglobin, blood sugar, and urine sugar). Programs included videotaped information, organized learning activities, community-based educational and self-help programs, and intensive education. Beyond education, convenient home-use glucose meters also became available.

Improving health literacy presents a complex problem of providing not only sufficient information, but also providing it in a way that is comprehensible and usable by the patient. This complexity can be seen, for example, in concerns for what constitutes informed consent in medical settings and how it is to be achieved.

**Informing Patients**

Informed patient consent to medical treatment has been fundamental to discussions of patient autonomy. The idea of consent to treatment was formally recognized as early as 1914 in a US Supreme Court judgment that held performing surgery without the patient’s consent to be assault, rendering the surgeon liable for damages. However, this did not address the question of what had to be disclosed to the patient to inform their consent decision. Informed consent did not appear until 1957 in a California appellate decision, and has been debated from both legal and ethical standpoints ever since. Over that period, informed consent has shifted from a basis of beneficence to one of autonomy. Under beneficence, the physician sought to provide medical benefits, and information was provided to support that provision. Today, the physician is expected to provide a great deal more information to support patient decision-making out of respect for the patient’s autonomy. Withholding information and lying to the patient are, of course, inconsistent with this view.

At first glance, this vision would argue for complete transparency – the physician should tell the patient everything. Consistent with this view, patients have increasing access to their medical records. Particularly with the increased use of electronic medical records, patient access has been mandated by law in many countries. In the UK, the NHS App allows a patient to view much of their GP medical record, including laboratory and radiology reports, clinical notes, and doctor–patient communications. Similarly, in the US, patients have a right
to access medical records, case notes, billing and payment records, including insurance, laboratory tests, and radiology reports and images.

This stance raises three questions: What does ‘everything’ include? Is it possible to tell the patient everything? Is telling the patient everything the best way to support patient autonomy? Because the patient has far less medical expertise as a background to use the physician’s disclosures, ‘everything’ includes much more than a diagnosis, prognosis, and possible treatments and their benefits and risks. To make sense of this information, relevant background information must be provided as well. If the decision outcome is to serve the patient’s concerns and goals, information may have to be interpreted relative to them. The information would also have to be tailored to the patient’s level of health literacy. However, both tailoring and interpretation could be construed as manipulation by the physician, so the problem remains of how to present this information best.

Even if complete transparency on the part of the physician were possible, could the patient use the information to make an informed decision? Some research suggests that providing too much information can be overwhelming, leading to greater reliance on heuristics or rules of thumb that simplify the choice but can result in worse outcomes. Thus, autonomy viewed as independent patient decision-making presents dangers. At the other extreme, Tauber suggests that asking the physician to make the treatment decision (as in ‘if you were me, what would you do?’) does not automatically imply loss of autonomy. The patient is making an autonomous judgement that the physician can be trusted to use knowledge and expertise to seek the best outcome for the patient. If appropriately informing the patient is this complicated in the structured and well-meaning environment of informed consent, how much more complex is the issue of informing patients in the outside world?

The Changing Information Environment

The evolution of thinking about patient autonomy, empowerment, and literacy began in a relatively controlled information environment. Patients were dependent on healthcare professionals for information, and professional, legal, and ethical considerations ensured that the patient’s well-being was paramount. However, beginning in the 1980s the health information environment changed – first with the rise of direct-to-consumer advertising (DTCA) of prescription drugs and then with the advent of health information on the internet. These developments have increased the informational challenges facing patients.
Direct-to-consumer advertising – the promotion of prescription medicines to the public in the lay media, is allowed only in the US and New Zealand. There have been industry efforts in many countries to relax restrictions on DTCA, notably in the European Union although DTCA there remains forbidden. In the US, it was not until 1981 that Merck ran the first print advertisement for its pneumococcus vaccine. The first broadcast ad ran in 1983. Following a clarification of Food and Drug Administration regulations in 1985 and relaxation of the information requirements in 1999 and 2004, both print and broadcast DTCA grew rapidly. US DTCA expenditures increased over fivefold from around $800 million in 1996 to $4.8 billion in 2008.

One might ask why firms would advertise products that only physicians can prescribe for patients, but DTCA in the US is effective in increasing sales and represents one of the fastest-growing forms of pharmaceutical marketing. The US General Accounting Office estimates that 8.5 million consumers annually request and receive a prescription for a particular drug from their physician in response to seeing DTCA. It is cited by many patients as prompting questions for their doctor, including asking about a specific brand.

The core of the debate over allowing DTCA is whether the advertising benefits patients and should be promoted, or places patients at risk and should be curtailed or abolished (and not introduced in other countries). DTCA is regulated, and in the US, the ad must not be misleading, must provide information that relates to the medications’ uses, and include balanced information about the medication’s benefits and particularly about its risks. According to promoters of DTCA, pharmaceutical companies have more accurate, balanced, and scientifically based information than any other sources. As such, they are in an exclusive position to provide people with adequate information on the safe use of medication, as well as to create effective knowledge for evaluating the benefits and risks of drug products, and generally assisting people in managing their health autonomously and appropriately. Also, DTCA has been credited with decreasing the under-diagnosis and under-treatment of medical conditions.

Opponents emphasize that DTCA may misinform and mislead patients, partly because it overemphasizes the drug benefits and partly because risk information is not properly presented. In this view, DTCA’s primary aim is to create name and brand recognition with the goal of increasing the use of the advertised products. Pharmaceutical companies are further criticized for promoting medicalization in DTCA and disease mongering. DTCA is depicted
as being devoid of value in increasing patient literacy but rather as encouraging
drug-overutilization to increase the financial gains of pharmaceutical firms.

From the standpoint of providing health information, DTCA differs from
professional advice. The information provided by DTCA is no longer custom-
ized to each recipient. While a doctor uses the diagnosis of the individual patient
to guide his or her advice, advertising messages are uniform. The uses, benefits,
and risks of the medication are presented, and the consumer is left to decide
whether to seek it. Further, because one primary goal of advertising is to
increase demand for the advertised drug, the presentation of information is
naturally favourable. Information regarding risks and contraindications is typ-
ically presented in small type and technical language (print) or in very rapid
speech with no visual support (broadcast). As suggested by opponents of
DTCA, this places consumers at some risk of misunderstanding the advertising
message (e.g., the appropriateness of the medication for them) and for suffering
patients’ potential motivation to focus on benefits rather than risks. As in the
case of informed consent, increasing the amount of information provided does
not automatically benefit consumers and patients. Thus, even good intentions
(the health professional) and regulation (DTCA) cannot ensure that the content
and presentation of information will best serve the patient or consumer. This
issue is magnified in the absence of such constraints, leading us to the funda-
mental changes to the health information environment brought by the internet.

The Internet and the Changing Landscape of Health Information

For those who have grown up with the internet, life before it is a quaint
anachronism characterized by the inefficiencies of standardized information –
paper telephone directories issued annually and out of date by the time they
appeared, paper maps for planning trips with no customized guidance, and news
limited to a few broadcasters, newspapers, and magazines. Much information
was simply not available – health information included. Getting information
about health problems meant making an appointment with the doctor and
meeting face-to-face. Email existed in various proprietary forms from the
1980s but even in 1997, the most popular email services were Microsoft’s
Hotmail, with a mere 11 million users, and AOL, with 10 million. 66

The technology underlying the internet evolved from developments dating
back to the 1960s but only came into being as we know it today in the early
1990s. The basic tools that enabled the World Wide Web, developed by Tim
Berners-Lee, were released in 1991. 67 Use of and users of the internet grew
phenomenally rapidly. In 1995, there were an estimated 16 million internet
users. 68 Web browsers and search engines had been introduced. Commerce
entered the internet in 1994 with the first banner ad by AT&T and in 1995, Amazon.com was launched as one of the earliest exclusively online retailers. Blogs were launched, as were online communities, precursors of social media. By 2000, there were an estimated 361 million internet users; by 2010, that had grown to 2 billion; by 2021, over 5 billion or some 66% of the world’s population. Social media is a relative latecomer. MySpace, in 2004, was the first social media site to reach a million users. Facebook launched in 2004 and grew by 2019 to 2.3 billion users. The digital world we take for granted today is barely thirty years old.

Health organizations were early adopters of the internet as a medium for delivering information. Medscape, a site providing peer-reviewed information for medical professionals, was launched in 1995. WebMD, the most popular health information site in the US, was founded in 1996. In addition to informational sources, the internet has also seen the development of many web-based educational sites focused on the needs of specific patient groups. For example, an online Arthritis Self-Management Program developed by Lorig and colleagues at Stanford University is built around a six-week series of online sessions focused on tools participants could use to manage pain and improve function.

These developments have been accompanied by profound changes in consumer behaviour that have made the internet a powerful force in the provision of health information. By 2007, over 70% of US adults used the internet and between 75% and 80% of them had searched for health information online at least once. Online information often led patients to ask doctors new questions or to get a second opinion. Among patients with chronic conditions, 75% indicated that the information affects a decision about treating illness. In short, in a little more than a decade, the internet became a major force in informing patients about health and medical concerns. By 2012, 81% of US adults reported using the internet and 72% of them had looked for health information online in the past year. An Australian survey of 2,944 patients found that 63.4% accessed the internet in the previous month and 28.1% sought health information. Older patients were less likely to use the internet, as were those who were socioeconomically disadvantaged. By 2019, according to the National Cancer Institute Health Information National Trends Survey (HINTS), an estimated 72.7% of people who looked for information about health or medicine went to the internet first; 38.7% had watched a health-related YouTube video in the last year; 9.5% had participated in an online support group for people with a particular health issue. By 2020, 84.6% had used a health or wellness app.
The popularity of the internet for seeking health information is understandable. Vast amounts of information about medicine, including diagnosis and treatment of illness, medications, medical research and innovations, medical care providers, and related health topics are available on the internet – information provided by healthcare professionals and organizations, the traditional media, pharmaceutical companies, university researchers, and government units. On one hand, the potential of the internet as a tool for enhancing patients’ ability to cope with health conditions is argued to be extraordinary.\textsuperscript{75,76} It supports the accumulation of information by individuals and the dissemination of information. Social media such as Facebook, Twitter, YouTube, and online support groups are becoming more and more important as sources of health information.\textsuperscript{77}

The internet has also become a commercial force in healthcare. For example, while traditional broadcast media may not be allowed to carry DTCA in countries outside the US and New Zealand, information about prescription medications, including promotional communications, is today available to consumers everywhere via the internet. Through social networking tools such as Facebook pages, Twitter accounts, YouTube channels, blogs, and corporate webpages, companies have multiple new online marketing opportunities beyond any geographic borders.\textsuperscript{78} Beyond commercial interests, the absence of any regulation makes it straightforward for any group or individual to post whatever they want related to health. As a result, while the public has greater access than ever to health information, the quality of information available to consumers is more variable; hence consumers are increasingly vulnerable to exposure to misleading information. Thus, the internet has complicated the problem of providing information to health consumers and patients.

\textit{Misinformation on the Internet}

The potential for medical misinformation on the internet was recognized early in its development. By 1998, dietitians were called to evaluate websites to find and expose quackery and fraud.\textsuperscript{79} Another 1998 study examined the first 300 references identified in an internet search on management of acute gastroenteritis in young children; 60 of the documents retrieved were from traditional medical sources, and only 12 conformed to the current American Academy of Pediatrics recommendations. Thus, not only was fraudulent information appearing on the internet, even legitimate sources could be presenting inaccurate information. The problem has only grown. While information of questionable quality can and has appeared in many traditional media
and spread through social groups, the problem is magnified by the internet because the cost of production is low and reach can be wide.\textsuperscript{80,81} ‘Context deficit’ can exacerbate problems for the reader – lack of indicators that the information is meant for professionals or particular types of patients rather than general readers increasing potential misinterpretation or misapplication, easily skipped ‘fine print’ pages containing disclaimers, anonymity of authorship, and unclear source materials, for example, reliance on personal experience rather than clinical data.

Even predating social media, information distributed through the internet was problematic. In a 1994 study of an online forum (bulletin board) devoted to arm and hand pain due to repetitive use, 1,658 messages were posted by 313 participants over a five-month period.\textsuperscript{82} Only 5\% of the messages were written by healthcare providers; the great majority came from affected persons. Over half concerned medical topics, and of those, 70\% were from participants without professional training, with much of the advice based on personal experience. Today, social media such as Twitter and Facebook are heavily contaminated by misinformation. A recent review found that in 69 studies published between 2013 and 2019, misinformation is particularly prevalent in the domains of vaccination, smoking (e-cigarettes and hookahs), and drug use (particularly opioids and cannabis).\textsuperscript{83}

Outside of highly constrained domains, people are exposed to information that is incomplete (e.g., advertising for prescription medications), of questionable relevance (e.g., testimonials from friends and social media), or simply wrong (e.g., anti-vaxxer websites). The internet has enabled direct consumer access to vast amounts of health information, and while online patient decision support aids abound,\textsuperscript{41,84} 2/3 of searches for health information on the internet start from a general-purpose search engine such as Google.\textsuperscript{85,86} Unlike professionally managed programs, search engines provide little guidance about the integrity of the links they provide or the quality of information that can be found under these links. Different links often provide conflicting viewpoints on what information is important and how judgements and decisions should be made.\textsuperscript{87,88} In political debate, such variety might be seen as a virtue, but when it comes to health information, this lack of structure can be a curse. For a person searching the internet for health information using a general search engine, assumptions of veracity, accuracy, and relevance of the accessed information are almost certainly heroic.

To understand the impact and implications of this misinformation, we begin by considering in the next section the nature of knowledge and the character of misinformation. Then we explore in Section 3 psychological processes that help to explain individual acceptance and persistence of misinformation.
Beyond access, consumer acceptance of internet information can exacerbate the problem. Often, health consumers accept internet information uncritically, particularly when it aligns with their prior views and preferences (confirmation bias), failing to consider the quality of websites in terms of the accuracy and relevance of the presented information. As a result, information of dubious quality is accessed, accepted, and used by consumers. This misinformation damages trust between patient and physician as well as between the public and the public health system. As a result, these incorrect and dangerous claims, as well as false conspiracy theories, pose serious public health threats. Before these threats can be addressed, it is necessary to understand how and why people adopt dubious claims and incorrect information, and why such beliefs are difficult to dislodge and correct.

2 What Does It Mean to Be Misinformed?

While it is easy to bemoan the widespread promulgation of misinformation, it is more challenging to clarify what constitutes misinformation. Few would doubt that the information used in medical decision-making must be of high quality. Typically, quality of information refers to the empirical evidence supporting it. The GRADE (grading of recommendations, assessment, development, and evaluations) approach assesses the strength of a body of evidence by considering potential confounds present, either in the design of the study (randomized trials being very strong compared to observational data) or defects in the design including bias, imprecision, inconsistency in results of different studies, and publication bias. At what point, then, does a study’s GRADE score (quality) become so low that its results and recommendations are no longer trustworthy for medical decision-making? Or if there is such a score, is exceeding it enough? Medical decision-making calls for more than the best available evidence. The evidence is being applied in the context of a specific patient and the physician must use clinical expertise to tailor that application to the patient’s condition and needs. In addition, the patient’s experience, values, and goals must enter the decision-making process. As a result, applying the same information could be appropriate for some patients but inappropriate for others. In other words, not all misinformation is biased or false.

It is also important to recognize that misinformation derives in part from the patient; it is the person/patient receiving information who becomes misinformed. Beyond belief in biased, false, or inapplicable information, rejection of correct and applicable information can result in the person being misinformed. Even if the information provided to the patient is, in terms of the professional’s knowledge, correct and relevant, the patient must comprehend
and accept it. If the patient can’t understand or refuses to believe the information, they are again likely to be misinformed. This section explores the condition of being misinformed.

How Do You Know?

Before attacking the problem of misinformation, it is important to consider what it means for a person to know something, because this provides a basis for considering how things go wrong. The debate over the nature of knowledge is venerable. Plato held that knowledge builds on truth-entailing belief, but belief alone does not constitute knowing; that requires, in addition, explanation or justification – understanding why the belief is true. Aristotle argued that, because the explanation is itself a belief, Plato’s position leads to a problem of infinite regress for the explanation. For Plato, the regress ends with innate knowledge, known from birth, that is not open to challenge. Aristotle rejects this as well, arguing against the possibility of innate knowledge. Aristotle takes a different approach – proposing instead that knowledge requires explanation in terms of four ‘causes’ – material, formal, efficient, and final, that is, what it’s made of, how it is organized, what is responsible for its organization, and its purpose or function. Aristotle offers the example of a statue of Hercules – made of bronze, in the form of Hercules, constructed by a sculptor, built to honour Hercules. Holding these linked beliefs about the statue means it is fully understood – ergo known. Both Plato and Aristotle take as a starting point knowledge as belief in something that is true so knowledge has a normative vision – if we know something, we should be able to justify its truth.

This underlying tenet has been attacked in both ancient and recent times by sceptical arguments (how can you ever know that something is true?), and arguments over the nature of knowledge remain active today. Most current analyses accept that complete verification of knowledge is not possible, so that knowledge must be accepted as fallible. Even direct observation could be wrong as in the case of mistaken eyewitness accounts in legal cases. From a normative perspective, since we may be wrong, we can’t claim to know something in the sense of Plato and Aristotle. Nevertheless, their basic structure of knowledge is still prominent; saying a person knows something means at least that the person holds a belief to be correct and justified. To hold a belief means that the person is certain that it is correct, and being justified in that belief means there is a good reason for believing it to be correct. This view highlights two issues. First, what does it mean to be certain that a belief is correct? Hunt suggests a prominent view is that a belief could qualify as knowledge so long as one is ‘certain enough so that he/she will use the knowledge to make decisions,
solve problems and select/execute actions\textsuperscript{99} (p. 104). This does not mean, however, that the belief is in some external objective sense true. Again, knowledge is fallible and must be defended – that is, justified, which raises the second criterion.

Knowledge: Fallible But Justified

Justification, too, is a long-contested epistemological issue. Of interest here, however, is the point that knowledge requires a reason, which suggests more generally that a belief doesn’t stand alone. Knowledge is contextual – meaning and evaluation of new knowledge are built on a background of pre-existing knowledge.\textsuperscript{98} As a basis for justification, there must be a link between the background and new knowledge. Aristotle proposed association as that link and proposed four types – contiguity in space and time, similarity, contrast, and frequency. When events are noted as close together spatially or temporally, when they appear similar with or notably different from each other, or when they co-occur frequently, the association can form the basis for learning. In a sense, the association helps us make sense of or understand the new phenomenon. More recently, Thagard considered the problem of making sense of things we encounter like texts, people, or events and argued that we construct an interpretation that fits the available information and choose that interpretation that fits best.\textsuperscript{100} He suggests that coherence arises from relations among elements (representations) of things. Some relations increase coherence, such as association, deduction, and facilitation; others decrease coherence, like inconsistency, incompatibility, and negative association. The best interpretation is one that is most coherent. Haack proposes that a belief is embedded in (coherent with) a network of other beliefs as well as supported by (founded on) direct experiences. She likens her ‘foundherentist’ view to the support for an entry in a crossword puzzle.\textsuperscript{101} The entry (piece of knowledge) is consistent with the intersecting entries in the puzzle (other pieces of knowledge) forming a coherent structure, and consistent with (supported by) its clue, which Haack equates to experience. These characteristics, she argues, provide justification for the belief.

The role of this networked pre-existing knowledge in treating new information can be seen in examples like the physician’s diagnosis of disease in a patient. A patient presents with difficulty breathing and crackling sounds when listening to the lungs, and a chest X-ray reveals opacity. The differential diagnosis (plausible explanations) includes viral pneumonia, bacterial pneumonia, and lung cancer. The patient reports further that the onset of breathing difficulty was abrupt and accompanied by a high fever. The sudden onset of
symptoms makes cancer less likely, and the presence of opacity on chest X-ray favours a bacterial over a viral source, so the physician diagnoses bacterial pneumonia as the best explanation of the patient’s symptoms. In this vignette, the physician’s expertise (her background) in terms of both knowledge of diseases and experience with a range of cases (thus variation in presentation, treatment, and outcome) enables her to claim justified belief in her diagnosis – what we could call knowledge. Clearly, this inferential process leans heavily on the physician’s background knowledge and diagnostic skill. The process by which a physician analyses a case (new information) to reach a diagnosis has been characterized as abduction or, more specifically, inference to the best explanation.102

Abduction is not limited to expert analysis. Douven suggests it is ubiquitous and a regular feature of everyday judgement.102 He gives as an example a vignette where you hear of two friends who have fought and ended their friendship. Yet some time later, you hear they were seen jogging together. You conclude that they must have made up. The basis of your conclusion is that this is the most likely explanation (among any others that might come to mind). However, it is likely that you draw on other things you know about the friends, for example, neither tends to hold a grudge. Like the physician, you are using available data, coupled with your understanding of the context, to make a justified inference regarding the best (most likely) explanation. Notice that abductive inference is not proof. A physician’s diagnostic inference might lead her to call for more tests to provide more conclusive evidence for a final diagnosis. Of course, even experts like physicians can make mistakes – applying their best judgement and medical expertise to the signs and symptoms of a particular patient’s case but reaching the wrong conclusion (diagnosis or treatment). Certainly, you could be mistaken in concluding the friends made up.

This possibility of error doesn’t destroy our search for confidence in knowledge, but accepting the fallibility of knowledge changes the way it is envisioned. The focus turns from a normative goal of truth to a pragmatic concern for knowledge as a strong working hypothesis. It is well supported by pre-existing knowledge (allied beliefs and empirical evidence), and major inconsistent claims have been found to be implausible. While it could still be wrong, it is accepted in the absence of a compelling challenge. Popper argues that this is how science advances – through falsification.103 A theory is accepted provisionally as one that explains phenomena of interest and has not yet been falsified. If the theory is later found wanting, a new theory may be required. From the history of science, a vivid example often discussed is the case of Newtonian physics, whose predictions regarding the motions of objects from apples to planets were supported by innumerable observations and experiments.
Yet, Newton’s analysis was ultimately found to be wrong (albeit an extraordinarily successful approximation in everyday contexts) and Einstein’s theory of relativity took its place as the best explanation based significantly on a famous demonstration by Arthur Eddington that light was bent by the sun. Yet even today, questions remain as to whether the theory of relativity is somehow flawed, and experiments are conducted seeking evidence for flaws or phenomena the theory can’t explain. Similarly, in medicine, tests are often performed to ‘rule out’ possible diagnoses. Again, given the fallibility of knowledge, it is as important to rule out wrong answers as it is to link evidence favouring the answer we think is right.

**Understanding: Building on the Background**

Understanding and making use of new information relies on networked pre-existing or background knowledge. This background is central. When people interact with the world, they don’t just sense it (see, feel, smell, etc.); they interpret it using their background knowledge. This is how people come to understand things they encounter. In fact, some argue that people do more than understand; they construct the things they encounter by adopting a frame of reference. A diagnosis of hypertension may mean very different things to a doctor versus a patient. For the physician, training and experience frame hypertension as a significant medical problem that increases the risk of future catastrophic events like a heart attack or stroke, so it needs to be addressed. For the patient, hypertension is invisible. It has no symptoms, and the patient, given his experiences, sees himself as healthy. As such, he might discount the seriousness of the condition and the urgency for treatment. Moreover, the side effects of some medications are uncomfortable – why make yourself feel sick?

The frame of reference arises from a background far beyond the particulars of the diagnosis. It is a function of experience, culture, values, attitudes, and other social influences. For someone raised in a Western European tradition, ginger is a slightly exotic spice. For someone raised in an Asian, particularly Chinese tradition, ginger is also a medicine useful for the treatment of a range of health problems, including nausea and vomiting, migraine, and arthritis. The background, then, is implicated in activities as basic as making sense and understanding new information and applied to further uses like judgement (medical diagnosis), decision (whether or not to call the doctor), and forecasting (my sprained ankle will take two weeks to recover). It isn’t possible to enumerate the components of one’s background, but there are some hints as to how it is constituted.
While background knowledge certainly includes pre-existing information about the world, the example of abduction suggests that it includes something more. Gilbert Ryle drew an important distinction between ‘know-that’ (propositional knowledge) and ‘know-how’ (non-propositional knowledge). Propositional knowledge is what one might typically think of as knowledge. It is presented in statements that can be examined and analysed to see whether they should be accepted or believed. The propositional structure is central: knowledge means to know something about something. Whoever claims to know something is thereby stating their belief that something specific is or is not the case.

Non-propositional knowledge includes abilities, skills, and competences, as well as practical knowledge and experience. This type of knowledge is important in allowing us to use (understand, interpret, evaluate, and apply) propositional knowledge. In concert, the two types of knowledge enable access to a certain area of reality. In contrast to propositional knowledge, however, non-propositional knowledge can neither be described by its relatedness to a specific object nor can it be adequately objectified. Even if one can make statements about a particular ability or skill, the content of that competence can never be fully presented in statements and communicated to another. How an experienced doctor reaches his diagnosis, for example, cannot be described or specified in every detail, and certainly not in enough detail to allow a novice to diagnose new cases. The skills involved are developed through training and experience and are not simply the sum of propositional knowledge. In addition, such non-propositional knowledge is inherent to a person in a different way than is the case with propositional knowledge. It cannot simply be adopted; it can only be acquired by oneself, which explains the limited ability to communicate it. Try, for example, to explain how you are able to read this text.

Non-propositional knowledge is essential for the acquisition of new information and knowledge. How else could one assimilate new information? Searle identifies key functions of the background: enabling linguistic and perceptual interpretation, structuring consciousness (in a sense similar to that suggested by Thagard and Haack), assigning categories to objects and narrative meaning to sequences of experiences, and thereby setting up conditional expectations regarding interaction with the objects and other experiences, and mobilizing motivational and behavioural dispositions. In this way, the background enables meaning to be attached to new information.
People learn about new things in many ways. Sometimes they observe something new directly. For example, walking down the street, you see a sign in a shop window saying a health clinic will be opening soon. Or they might experience it – their doctor is on an extended trip and they are seen by a *locum tenens* physician taking her place for a period of time. However, much of what we learn is not direct, but things we are exposed to via communication. We learn about health from TV news and advertising, friends and neighbours, and social media. When we experience a health problem, we consult the internet or a health professional like a physician, therapist, or pharmacist. This means that much of our knowledge is socially constructed. Other people are providing us with information and telling us what it means – how to interpret and understand it, that is, develop knowledge about it.

This social aspect of knowledge adds a new complexity to what we can claim to know. Searle proposes some clarifying distinctions. He first notes our everyday or commonsense distinction between objective and subjective knowledge. He terms this epistemic, relating to statements like ‘The carrot in my refrigerator weighs fifty grams’ versus statements like ‘I prefer the flavour of carrots to that of broccoli’. The first statement is epistemically objective in that we can test its truth by referencing a feature of the external world, for example, the reading of a scale. The second statement is not testable in this way. It is epistemically subjective; the ‘truth’ of the statement lies in the judgement of the person making the claim, and like any preference statement *de gustibus non est disputandum*. One may feel strongly about preferences, believe in them, and make decisions based on them. One can also present an argument (justification) for them. However, the truth of the statement is not testable by reference to a feature of the external world.

Searle proposes an additional distinction. He argues that there are ontologically subjective and objective facts. Ontological subjectivity relates to the existence of the entity itself – the *existence* of an ontologically subjective entity is ‘observer relative’. The fact that a chemist has synthesized 2-(4-isobutylphenyl)propionic acid in a laboratory is ontologically objective – the compound exists whether or not I am aware of it. On the other hand, the fact that I take ibuprofen (the pharmaceutical name for that compound) to lessen my knee pain is ontologically subjective. Ibuprofen would not be an analgesic if I were not there to experience it. In other words, the fact that ibuprofen is an effective analgesic was created by people and shared with others who accepted it. The analgesic function is certainly tied to its chemical composition, but if there were no people
to experience it, ibuprofen could not be an analgesic. Thus, ibuprofen as an analgesic is ontologically subjective.

Much of a person’s interaction with health products and services is subjective, either ontologically or epistemically (I like ibuprofen because it helps to get rid of my headache) or both. This is because we interact with them with a purpose in mind, and as such, their existence as products must be ontologically subjective. Ibuprofen is an analgesic because people use it as one. The shared recognition of use is significant. Among ontologically subjective facts, Searle distinguishes a class that is: (1) intentional, that is, they reflect purposes and goals, and more specifically (2) functional in an agentive sense, that is, they reflect the use of an object relative to a purpose or goal, and (3) collective, that is, they are shared by members of a relevant group. These are social facts – shared mental facts that relate to the function assigned to an entity to fulfil some purpose. When the pharmaceutical company Boots introduced ibuprofen in the UK as a prescription medication under the brand name Brufen, it was introduced to physicians as an effective analgesic for rheumatoid arthritis. While advertising and promotion increase awareness, they are often viewed with scepticism and suspended disbelief. As physicians gained experience with Brufen, they found it efficacious and grew to accept the advertised claim. Thus, through its marketing, Boots created the social fact that Brufen is a product effective for managing arthritic pain.

Searle proposes one further refinement of social facts. Some social facts arise from the nature of the object, for example, using ibuprofen as an analgesic. Other social facts are unrelated to an object per se but are created and continue to exist only because people treat them as facts. For example, a patient about to undergo a surgical procedure signs a consent form, creating a social fact called informed consent. This status is recognized by the patient, her healthcare providers, and others as a fact – that the patient understands what is to be done and states that this is acceptable. More generally, it is accepted that informed consent is expected and officially sanctioned by the government for all such procedures. Searle calls these institutional facts. Institutional facts exist because (and continue to exist only so long as) people collectively accept them.

Given social facts, then, knowledge involves more than the attainment of objective facts about the world. Moreover, even knowledge about epistemically objective facts is fallible. We can believe and provide justification for belief and make a strong case for it using our cognitive skills and pre-existing background knowledge, but we could still be wrong. With social facts, which are created and continue to exist through collective acceptance, even a direct link to objective facts may not be invoked. This doesn’t mean that social facts are completely
arbitrary. They can be supported by (coherent with) justifying data – for example, a consensus of expert opinion, the best available evidence, and institutional sanction. However, justification as a process is not enough to address fallibility. Lay consensus for incorrect information could result in a social fact that is not true.  

**Using Knowledge: Applying Facts**

The point of requiring that knowledge consist of justified beliefs is to increase the likelihood that knowledge is veridical. In professional discussions of health and medicine, the focus is ‘the facts’, which refers to information that is epistemically objective. The importance of veridical objective knowledge in the domain of health is very practical; without it, health professionals cannot provide advice that improves patients’ health, and patients risk making choices that will not improve and may worsen their health. The question, of course, is how to know what information qualifies as veridical. This is one of the most important functions of non-propositional knowledge – assessing the veracity of information.

Vaccination against childhood diseases, including measles, is safe and effective in preventing serious possible complications, including lifelong disabilities. Of course, this requires a definition of ‘safe and effective’. Vaccines against childhood illnesses today are 85–90% effective in preventing disease. Clinical studies and epidemiological data show that serious adverse events are rare and in many cases are shown to be caused by factors unrelated to vaccination. Cases of actual adverse events due to vaccination are extremely rare. The rate of anaphylactic reaction to vaccines in general is estimated at about 1.3 per million vaccine doses. To give some context, the odds of being struck by lightning – the prototypical benchmark for rare events – is 1 in 15,300 in an 80-year lifetime, 85 times more likely than vaccine anaphylaxis. Based on thousands of studies of vaccine safety and efficacy, the safety of vaccines is an epistemically strongly justified fact. The vast majority of healthcare professionals form a community of belief, and government agencies like the US Food and Drug Administration lend official approval and supportive infrastructure for vaccination. All these facts provide a strong evidentiary basis for a professional to justify medical advice. Thus, given the purpose of protecting people’s health, that vaccination is safe, effective, and therefore to be encouraged is an institutional fact. This network of background knowledge leads to the professional’s recommendation that unless there is a specific contraindication, a person should be vaccinated – an epistemically subjective statement but again, coherent with and justified by a network of background knowledge.
The internet has given patients and consumers access to these statistics and professional advice, but it also gives them access to contrary arguments – that vaccination is neither safe nor effective. However, the evidentiary base for these arguments relies not on systematic research but anecdote, speculation, and emotional plea. The stories may be compelling in their tragedy, but they provide no systematic evidence for the purported danger of vaccination. Knowledge may be fallible, but that doesn’t mean that any belief is as justified as any other. It is not enough that a child’s diagnosis of autism followed a vaccination. Temporal contiguity is only one aspect of a causal link. Other possible causes must be ruled out and using far more evidence, inference made to the best explanation. In that process, a vast body of research has shown no systematic link between vaccination and autism. To provide a ground for sound judgement and decision, the network of beliefs must conform to the full range of external evidence.

**Being Misinformed**

In essence, being misinformed is believing in information that is not true. Given that knowledge is fallible, it is unsurprising that people could hold beliefs that are objectively untrue. The case of particular interest is reliance on new information that is objectively incorrect or inapplicable, or rejection of that which is correct and relevant, buttressed by substantial coherence of beliefs with problematic supporting evidence. Being misinformation is typically viewed as aberrant. Experts often vilify those promulgating false information and bemoan those who believe them as either mistaken or unable to sort fact from fiction. However, misinformation beliefs are often linked (justified) into a coherent worldview that is apparently consistent with a coherence mechanism of justification and difficult to dislodge. In other words, being misinformation can arise from the same process (non-propositional knowledge) as being well informed.

For example, people refusing to vaccinate their children may not be responding to the objective facts about vaccination. They respond instead to a social reality built on a network of social facts, many of which are not epistemically objective facts. Because one published study, later retracted, claimed to show that childhood measles vaccination was associated with autism, a substantial number of people continue to promulgate this claim. Coupled with a background of suspicion of pharmaceutical companies (they’re just in it for the money) and a romantic vision of self-reliance (I can protect my child), some parents exposed to the claim find it compelling. The claim that vaccinations are dangerous to their children’s health becomes a social fact – one shared by a worldwide community of parents and which is sustained as a social fact by
their continued belief. For such believers, vaccination refusal is a way to avoid rapacious Big Pharma and use common sense and experience to protect their children. The stance is not structurally incoherent; as such, the process (use of non-propositional knowledge) by which a person might reach this belief is not ‘irrational’. The problem is the content. The social reality is not tied to the epistemically objective facts about vaccination but to a set of social facts based on information that is either wrong or doesn’t logically provide support for the belief. That pharmaceutical companies seek profit does not mean their products are useless or dangerous and medical expertise is often needed to manage health. Still, for people in this community, the beliefs appear coherent and justified. Unfortunately, with respect to vaccination, they are misinformed and the beliefs pose dangers to both the child and the larger population. What is important to understand, then, is how and why people come to ‘get it wrong’.

Evaluating Information: The Importance of Objective Facts in Health

In some domains, the links between cause and effect, and thus the criteria appropriate for evaluating claims, can be difficult to discern. In political economy, the impact of policies is often difficult to predict with any precision, and their adoption often has unintended consequences. Globalization was promoted as increasing economic efficiency (thus wealth) but grossly underestimated the dislocations for those whose jobs moved to other countries. Those defending globalization might argue that this reflects a clash of goals and that wealth creation is the greater good. Beyond such reasoned disagreements, social facts with weak justification thrive in a range of contexts. Some of the most notorious in recent years can be found in politics, where ‘fake news’ – a term used to cast doubt on any media coverage that disagrees with a preferred position – invites the hearer to ignore the disagreeable information regardless of the evidence, including even direct observation. When Donald Trump was inaugurated in 2017, his press secretary claimed that the audience was the largest ever, and when challenged by photographic evidence, Trump claimed the criticism to be fake news. A senior advisor described the claim as not a falsehood but an ‘alternative fact’. The torrent of such unsupported claims (disinformation), particularly from highly visible political commentators, lends greater legitimacy to the claims – true or false. The prevalence of alternative facts and widespread belief in them, for example, among millions of avid Trump supporters in the US, has been more broadly described as ‘post-truth society’. This phenomenon is ascribed at least in part to extreme political polarization in which core values and goals are in conflict among political groups; that is, the selective acceptance and interpretation of presented information is driven by
a political frame of reference which, in turn, gives rise to particular goals and objectives such as justifying denial of the legitimacy of the 2020 presidential election.

One would like to think that health is different from politics. While people argue about what constitutes a good state or government, the idea of good health seems clearer. The WHO summarizes this idea as ‘Health is a state of complete physical, mental and social well-being and not merely the absence of disease or infirmity’. It is hard to imagine that less well-being and more disease would be better health objectives. In the domain of health, then, even social facts relate to actual health goals and outcomes. Accurate information about health, health promotion, and medical treatment helps to advance the goal of improving health or at least not making it worse. This feature of health information is critically important in that it makes it possible to move beyond differences of opinion. In measuring health knowledge, for example, we can appeal to expert consensus to distinguish between fact and fiction so that it is meaningful to say that the better a person’s ability to make this distinction – identify correct statements as correct and incorrect statements as incorrect – the greater the person’s health knowledge.

However, thinking about health doesn’t take place in a vacuum; it is embedded in a larger background that can distort it. Recent controversies over the management of Covid-19 highlight the importance of this feature of health knowledge. With Covid-19, the ground (background) and perspective of discussion shifted for many from health to politics. Those arguing against mandated wearing of masks, social distancing, and vaccination positioned the policies as government intrusion attacking personal choice. Opposing or refusing to comply with such mandates was seen as ‘standing up to’ government encroachment on personal freedom. This shifted the focus away from objective health knowledge to subjective political opinion and social facts about government, where charges and countercharges of fake news and alternative facts held sway and choices could be seen as serving more important goals and information inconsistent with those goals could be rejected.

The foregoing discussion of knowledge might suggest a very deliberate and probative approach to accepting new information. In everyday life, we do not test our explanations rigorously. We make an observation (I have a migraine) or an inference (My headache is a migraine because it is too severe to be something else) and act on it. Rarely do we consider whether we might be mistaken about the headache and generate and test alternative explanations for it. Much of the time, we are likely to treat our knowledge as verified and sufficient and use it that way. Only if challenged or when we feel we don’t know enough are we
likely to consider whether we could be wrong. The next section elaborates on the ways this can lead people to be misinformed.

3 Patterns of Health Knowledge Failure

This section situates being misinformed as a type of knowledge failure – how people come to ‘get it wrong’. First, distinguishing three types of knowledge failure – ignorance, low literacy, and misinformation – helps to specify the specific failures that characterize being misinformed. The discussion then turns to an examination of various factors that contribute to an individual’s becoming misinformed about medicine and health (especially their own health), highlighting the impact of cognitive heuristics and the role of motivation. This discussion provides a basis for consideration in the next section of how people have sought to prevent and correct misinformation.

Once again, it is important to remember that the information environment itself is a major factor in consumer and patient misunderstanding. From the ‘puffery’ (expansive claims) of advertising messages to the outright inaccuracies posted online or otherwise published, consumers seeking health information are inundated with questionable as well as accurate information. Assembling and making sense of this jumble is challenging, and the strategies that consumers use can lead them to erroneous beliefs and judgements.

Knowledge Failures

When considering how someone can get something wrong, it is important to distinguish three types of knowledge failure – ignorance, low literacy, and misinformation. The first case of knowledge failure is being uninformed, which can arise from the most obvious of reasons – simple lack of awareness or disinterest. If an issue is of little relevance or interest, a person has little motivation to attend to information about it. Someone who has never experienced severe back pain is likely to know little about the risks and benefits of medical versus surgical interventions for it. Even if an issue is potentially important (e.g., complex social issues such as energy policy and economic policy), ignorance can lead to avoidance of rather than search for information and to low engagement. Subjectively, one who has little or no information about a topic could recognize this and be aware of their ignorance and if asked about the topic answer ‘I don’t know’. Those who recognize their lack of health knowledge are more likely to be open to accepting accurate information and a common strategy is to simply accept advice from credible sources like a physician or pharmacist. The central task in this case may be to get people’s attention – that there is a potential problem, and the information is important. In other cases, however, should an immediate need for such information arise, people
may use their general background knowledge to formulate a guess. Beyond the possibility of guessing wrong, the problem with guessing is that the person may grow overconfident of their answer and whether right or wrong form a stronger belief than is warranted, which shifts the problem to one of being misinformed.

### Low Literacy

A second reason for knowledge failure is inability – the problem of low literacy, particularly limited ability to read and comprehend text, which is termed functional literacy. A low-literate person could lack knowledge even if they seek to become more informed. In the domain of health, measures of functional health literacy assess a person’s ability to pronounce medical words (REALM), measure reading and numeracy skills by asking respondents to fill in gaps in texts (TOFHLA), and answer questions about a nutrition label (Newest Vital Sign). These measures tap the ability to attain the correct answer to the questions posed. Some 26% of US adults and 34% of the elderly exhibit inadequate ability to read and understand medical information, generally consistent with prevalence reported for countries in the European Union. The limited ability to access and make use of health information has predictably deleterious consequences – less knowledge and comprehension of healthcare resources, lower rates of compliance with medical advice, and worse outcomes, including increased hospitalization and health costs.

Researchers in health literacy realized that functional health literacy is incomplete as a basis for patient decision and action so broader conceptualizations have been developed, such as that of the US National Institutes of Health:

**Personal health literacy** is the degree to which individuals have the ability to find, understand, and use information and services to inform health-related decisions and actions for themselves and others... Health literacy incorporates a range of abilities: reading, comprehending, and analyzing information; decoding instructions, symbols, charts, and diagrams; weighing risks and benefits; and, ultimately, making decisions and taking an action.

These abilities point to skills more complex than functional literacy. Sørensen et al. enrich the construct to include access, understanding, appraisal, and application of knowledge. Such abilities depend not only on reading skills but also on background knowledge that makes health literacy contextually specific – mastery of medical information and decisions about particular medical issues so health literacy becomes context-specific. Such domain-specific propositional and non-propositional knowledge is foundational to a person’s ability to make sound judgements and decisions that will lead to improved health outcomes. As such, health literacy includes factual knowledge in...
a particular domain. In addition, skills such as interpreting medical information by comparing data to criterial values, assessing risk, and calculating probabilities tap more demanding skills related to access, understanding, assessment, and application of medical information. Lacking these skills, the person becomes more dependent on others to select and interpret information and recommend actions. Selecting the credible other then becomes an essential task, calling on, for example, ‘knowledge and skills necessary to become a more mindful and sceptical news consumer’.

Beyond topical specificity, the expansion of health literacy makes it personal. It invokes not only information that is immediately needed, but also the background knowledge necessary to comprehend the information in the context of the person’s health, to apply the information as it pertains to the person’s needs and goals, and to use the information to make personal health decisions. Low health literacy, then, refers not only to the inability to read and comprehend information, but also the inability to personalize and apply the information.

Problems due to limited health literacy have been examined in many domains. In the area of medical informed consent, lack of comprehension as well as cursory reading and limited recall are recognized as problems associated with low education and literacy. Studies of consumer understanding of nutrition labels suggest problems using presented information such as sodium content as relating to salt, particularly among those with less education. In these cases, lack of relevant information or skill using it is the foremost concern. For example, in an Australian study, pregnant women were highly motivated to consume a healthy diet and believed they were capable of doing so but actually lacked the requisite knowledge as reflected in poor adherence to recommended nutritional guidelines.

Health literacy also has a subjective component – self-impressions of the ability to execute or perceived difficulty of health-related tasks. For example, the European Health Literacy Survey uses scales of perceived difficulty: ‘On a scale of from very easy to very difficult, how easy would you say it is to . . . ?’ Tasks attached to the stem include ‘find information about symptoms of illnesses that concern you’, ‘understand what your doctor says to you’, and ‘judge the advantages and disadvantages of different treatment options’. Perceptual approaches to health literacy again focus on core dimensions like accessing, understanding, appraising, and applying information and provide an important bridge to empowerment – the patient’s motivation to take an active role in decision. However, these perceptual measures relate imperfectly to performance-based ones. Carlson et al. report in a meta-analysis of fifty-four studies an average correlation of .37, suggesting that objective knowledge predicts only about 14% of the variation in subjective knowledge.
Health literacy rests on a central assumption – that it is veridical, that is, the underlying knowledge is correct and the interpretation and application of that knowledge is sound.\textsuperscript{15} This is necessary for people to use their literacy skills to successfully navigate contexts such as healthcare, disease prevention, and health promotion.\textsuperscript{123} The assumption is reflected in the measurement of health literacy as the presence of the requisite skills and knowledge. The questions posed have right answers, and literacy is measured as the ability to answer correctly. The low-literate patient lacks the skills, which increases the likelihood that the patient will make mistakes and fail to make health-promoting choices.

The typical remedy proposed for limited health literacy is education – to provide the patient with relevant declarative (propositional) knowledge and procedural (non-propositional) knowledge and skills. For example, the UK Expert Patient program envisions a patient who is well informed and has access to important information about his or her chronic health condition. While a newly diagnosed diabetic might know little about the condition and its management because it was never relevant, the program makes available information filtered for accuracy and applicability, as well as professional guidance in the interpretation of that information. As the patient learns more in this program, literacy – both knowledge and skill – should increase. This expertise enables patients to take a more active role in managing their condition, improving health outcomes.\textsuperscript{132}

Outside professionally managed programs, as discussed in Section 1, most searches for information begin with a search engine such as Google, which provides little guidance about the integrity of the websites it lists or the quality of information offered. As such, it is almost certain that some of the information will constitute misinformation. Beyond access, consumer acceptance of internet information can exacerbate the problem. Health consumers often accept internet information uncritically, particularly when it aligns with their prior views and preferences (confirmation bias), failing to consider the quality of websites in terms of the accuracy and relevance of the presented information.\textsuperscript{89,90,133} As a result, information of dubious quality is accessed, accepted, and used.\textsuperscript{91,92,134} As in the case of ignorance, low literacy can lead to misinformation. The broader implication is, as Hunt\textsuperscript{99} argues, if a respondent gets it wrong (e.g., says a correct statement is incorrect), it is misleading to infer that the respondent is uncertain of the answer. It could be that the respondent believes strongly in the wrong answer. In other words, the respondent, rather than being uninformed, is misinformed.

This third type of knowledge failure – being misinformed – arises despite the person’s interest in and ability to assess a health issue. The question in this case is how a person comes to ‘know’ things that are incorrect. Research in social psychology and the psychology of judgement and decision-making has revealed a great deal about how people attend to, perceive, and evaluate information and then...
use it to make judgements and decisions. In contrast to classical economic models, for example, people do not attend objectively and comprehensively to presented information and do not use the information to make consistent, informed choices. They selectively access and attend to information and process it in heuristic and biased ways. The question remains, however, why at least some of the information and conclusions drawn from it will lead to people becoming misinformed.

**Becoming Misinformed**

The issue raised by this question relates again to the nature of knowledge. Our analysis of knowledge to this point suggests that the goal of knowledge is truth. Even if our knowledge is fallible, we seek, to the extent possible, to ascertain the truth of propositions. However, the approach taken is often not systematic, as in the case of scientific research, but relies on memory and feelings.

If someone is highly literate in a domain – armed with a great deal of accurate information, understanding how it coheres, and aware of its implications – it is likely that evaluating new information will be guided by this prior knowledge held in memory. If new information is presented that is contrary to the person’s current understanding, it is unlikely to be accepted without further examination. Even if the new information doesn’t directly contradict specific known propositions, it challenges the coherence of the person’s current knowledge. For an immunologist, the claim that giving multiple vaccinations at once could overload a child’s immune system would be suspect because it conflicts not only with the published data but also with the immunologist’s knowledge of how the immune system works. Conversely, for a layperson suspicious of vaccination safety based on stories on the internet about a controversy over vaccines and autism and a naive conception of immunity as the body using limited resources to ‘fight’ infection, the claim about multiple vaccinations might well resonate. Background and feelings (anxiety about vaccination safety) would cohere with concern about overloading the immune system.

The situation just described involves being confronted with new information. The other common context in which a person encounters new information is in searching for it. The question, of course, is what guides the search for information. Much research has explored this question and found that the search can be systematic but biased. In particular, information search is prone to confirmation bias.

**Confirmation Bias**

Confirmation bias relates to the evidence used to reach a conclusion, such as the truth of a proposition. The bias refers to the preferential use of evidence that supports the position one already favours and discounting evidence contrary to
The bias is often unconscious. In the classic selection task developed by Wason, participants are shown four cards (Figure 1) and told that each has a number on one side and a letter on the other. They are then presented with a proposition: ‘If a card has an A on one side then it has a 4 on the other side’ and asked which cards need to be turned over to determine whether the proposition is true or false. Logically, the proposition is an implication so a disconfirming card would be one with an A and a number other than 4, which could potentially be the case for cards A and 7, that is, if card A had a 5 or card 7 had an A, the proposition would be disconfirmed. Cards B and 4 provide no information. For B, any number would be consistent with the proposition and for 4 any letter would be. Most study participants, however, choose card A or cards A and 4 suggesting they are looking at the cases that could be consistent with the proposition (confirm it) rather than seeking information that could falsify it. This tendency to seek evidence consistent with a belief or hypothesis one holds rather than disconfirming evidence is called confirmation bias.

In an extensive review, Nickerson notes ‘A great deal of empirical evidence supports the idea that the confirmation bias is extensive and strong and that it appears in many guises’. In information search, people tend to seek information they interpret as supporting their beliefs. People also tend to ignore or reject information they see as contrary to their beliefs or distort its interpretation to render it supportive. When asked to retrieve reasons from memory, people are more likely to recall reasons supporting their position. This approach, of course, makes it unlikely that a person will revise their beliefs or discover any shortcomings. Further, cognitive heuristics such as likelihood estimation based on availability – the ease of remembering – will reinforce these biases in judgment. These and analogous tendencies have been examined in a wide range of contexts – unwarranted optimism in gambling, social stereotyping, exacerbating hypochondria, even the credibility of fortune tellers and astrologers. The (historical) real-world dangers of confirmation bias discussed by Nickerson include jury members focusing on and preferentially recalling information consistent with a tentative verdict reached early in the trial, bias toward guilt in witch hunt trials, rationalization and justification of policies by government, theory persistence in science in the face of inconsistent data, and medicine,
where either through haphazard ‘testing’ or chicanery, numbers of procedures like bleeding and various ineffective concoctions were promoted on the basis of ‘cures’ – simply biased reporting of sick people receiving the treatment recovering and suppression of cases where either the patient did not recover or recovered without treatment.

Information search today is heavily concentrated online, utilizing the internet and social media. In the domain of health, confirmation bias has been found to affect internet information search.\textsuperscript{137,138} People tend to construct web searches that will generate results that include information consistent with current beliefs and are more likely to click on search results that appear consistent, which strengthens those beliefs – an effect described as reinforcing spirals\textsuperscript{139} and in the case of social media, a homogeneity of views termed an ‘echo chamber’.\textsuperscript{140}

One suggestion is that this search behaviour is another consequence of low health literacy. In some cases, increased health literacy appears to help. In one study in Japan, those with lower health literacy appear to be affected by confirmation bias more than those with higher health literacy.\textsuperscript{141} In that study, participants were first queried about the safety of genetically modified foods (negative, neutral, or positive) and their level of health literacy measured. Among those with low health literacy, those in the negative group clicked on fewer pages conflicting with their views than those in the neutral group. They also spent less time reviewing the list of results and clicked on higher-ranked webpages (reflecting shallower search). Those with high health literacy reversed this pattern, with those in the negative group clicking on more pages inconsistent with their views than those in the neutral group. However, other studies suggest that confirmation bias can persist even with high health literacy. For example, in a study of vaccination information in the Netherlands, among those with negative beliefs toward vaccination, health literacy had no influence on perceived credibility and usefulness of vaccination information.\textsuperscript{142}

\textit{The Problem of Overconfidence}

One characteristic of the homogeneous information generated by confirmation bias is the lack of dissonant feedback. This gives rise to the problem of unknown unknowns. Dunning discusses the twofold nature of this problem in task performance.\textsuperscript{11} First, of course, lack of expertise degrades performance. Second, the respondent often will be unaware of this lack of expertise because ‘evaluating the correctness of one’s (or anyone else’s) response draws upon the exact same expertise that is necessary in choosing the correct response in the first place’ (p. 261). As a result, they are unaware of their lack of expertise – an example of an unknown unknown. This lack of awareness has been
demonstrated in a variety of settings, including text comprehension, \(^{143}\) political knowledge, \(^{144}\) and knowledge of clinical procedures. \(^{145}\) These unknown unknowns impact self-perceptions of competence or subjective knowledge. Kruger and Dunning show that subjects (in their case students) who perform poorly on a test (lack expertise) have little sense of their lack and overestimate their performance both in absolute terms and relative to others. \(^{146}\) Dunning notes two heuristic reasons for this overestimation. First, the subjects may believe they know more than they do – drawing on intuitive ‘knowledge’ or general impressions to derive an answer. These intuitions are often simply wrong and lead subjects to a wrong answer but a perception that their answer is rational and sound. Second, subjects may draw on a perceived false consensus – that other people have similar levels of knowledge and will perform similarly. Even the objectively worst performing quartile of subjects estimate their performance to be average or above. By contrast, high performers typically understate their performance relative to others. Dunning argues that this is due to a perception that, since the problems seem simple and straightforward, high performers assume that others experience the problems similarly.

As a result of this overestimation, one who is misinformed may feel well informed and capable of making health judgements and decisions – overconfident in their expertise. For example, anti-vaccination views can be explained as a problem of unknown unknowns – a person’s overconfidence in knowledge of vaccination even though it is wrong. \(^{147}\) The task of correcting misinformation can be more difficult than providing correct information. The misinformation is often consistent with the person’s preferences, other beliefs (e.g., distrust of government or medical institutions), and subject to confirmation bias when exposed to new information, ignoring that which is inconsistent with the misinformed beliefs.

**Empowerment and the Danger of Being Misinformed**

In addition to overconfidence, the dangers of being misinformed are exacerbated by the growth of patient empowerment. This means that those who are misinformed will act on that misinformation. Both health literacy and patient empowerment have been advanced as important determinants of a range of health-related behaviours and the outcomes of patient communication and public health efforts. However, the two are often conflated in studies, and studies of one regularly either ignore or assume the other. Health literacy and patient empowerment, albeit closely interwoven, are distinct concepts and must be considered in conjunction to understand the problem of misinformation. \(^{15}\)
Patient empowerment, introduced in Section 1, evolved as a consequence of the growth of respect for autonomy as a core value in medical care. In a general sense, empowerment can be viewed as a ‘process by which people gain mastery over their lives’. To improve the quality of their lives, people should be able and motivated to bring about changes, not only in their personal behaviour but also in their social situations and the organizations that influence their lives. From the standpoint of the individual patient, empowerment implies informed choice and feelings of power, control, and greater self-esteem. This psychological view of patient empowerment highlights the patient’s desire to participate in healthcare decisions. This makes empowerment and its dimensions motivational constructs and therefore volitional. The empowered patient emerges as a person who does not passively receive information he then tries to comprehend and invariably accepts, but as someone who extracts meaning relevant to himself from proffered information and advice and chooses and enacts behaviours he concludes are appropriate to his present health situation. If empowered patients are to make choices that promote their health, they must have the required knowledge and skills, that is, health literacy.

*Distinguishing Health Literacy and Empowerment*

Much literature on patient empowerment has examined initiatives in which health professionals design programs that show increased self-management by patients improves their access to services, their ability to manage their disease, and their health outcomes. More generally, as stated for the British Expert Patient program, the vision is that ‘many more patients with chronic diseases are well informed about their condition and medication, feel empowered in their relationship with health care professionals, and have higher self-esteem’. Thus, the programs take as a goal both situational and psychological empowerment of the patient. However, the mechanics of the program rely heavily on education seeking to improve patient literacy regarding their health condition. Work on health literacy regularly includes empowerment as a goal but seems to assume that high levels of expertise will naturally lead to effective involvement in medical decisions or beneficial self-management. For too many patients, this assumption is heroic. For example, parents who refuse vaccination for their children are exercising empowerment but it is based on information that is wrong or unrelated to vaccination. The problem of a misinformed and empowered patient is that he or she could well make dangerous choices. At the other extreme is the highly literate patient lacking in psychological empowerment who remains highly dependent on health professionals despite
their apparent ability to make well-informed decisions for themselves. Thus, health literacy and empowerment are distinct and health outcomes will depend on both (Figure 2).

The idealized vision of advocates of both improved health literacy and patient empowerment is to move people from the lower and left cells of the figure to the upper right one – helping patients to become more effective self-managers of their health, using healthcare resources appropriately to optimize their health outcomes. Self-management doesn’t mean they have to do it on their own. Effective self-management also includes the use of available resources like educational programs and expert advice. Making such resources available is an important part of seeking to advance health literacy and effective self-management. Nevertheless, as suggested by the examples above, a central problem in a health management context may lie in the mismatch of literacy and empowerment, so that any intervention must be sensitive to the impact of the other construct.

**Bounding Literacy and Empowerment**

Accepting that the patient needs to know more raises the question of what information makes a person health literate. The expanded visions of health literacy discussed earlier involve the patient assessing the meaning of information, analysing it relative to a health issue, and using that analysis to participate in health decisions. Literacy programs are directed at patients lacking in knowledge and skills, so the programs proceed from a vision that more is better. Similarly, analyses of patient empowerment often are responding to the vestiges of paternalism and, as a result, advocate for greater empowerment. It is important to remember, however, that self-management need not mean completely autonomous decision-making. Nor does health literacy mean that patients gain the expertise of a physician or even some sort of pale shadow of one. The patient has unique knowledge of the symptoms, character, and consequences of his or her health problems, that is, the experience of the health problems. This knowledge needs to be communicated to the health professionals so that they
can bring their expertise to bear. As noted in Section 1, empowered care becomes a constrained collaboration.

In other words, patient literacy and empowerment must be bounded. Even an empowered patient should not be diagnosing and treating himself. The literate patient not only has knowledge but also has a sense of the limits of that knowledge and when to seek help. In the expanded literacy framework, literacy could enable the patient to make judgements about when it is advisable to seek expert advice from a health professional, find the appropriate one, explain the health problem and personal concerns that made the consultation necessary, and interpret the professional’s guidance as it relates to their own health. Effective self-managing patients are active in their healthcare decisions, but also making appropriate use of available professional advice and support.

When this goes wrong because of misinformation, the intersection of health literacy, patient empowerment, and misinformation creates a complex problem for health professionals and public policy managers in seeking to convince patients to make healthy choices. This is the challenge considered in the next section.

4 Addressing Knowledge Failures

Being uninformed and being misinformed can both lead to flawed judgements and decisions resulting in negative outcomes, but they are substantially different. Being uninformed increases the likelihood of mistakes, but being misinformed makes these errors systematic. In light of this difference, the remedies for these two knowledge failures differ. The answer traditionally posed to address the uninformed is education – teaching people what they need to know about their health to enhance their ability to make good choices. Beyond reading and numeracy, literacy programs in specific areas seek to improve knowledge and skills to make choices that enhance good outcomes in health, either through training of individuals or tailoring communications to them. Misinformation, on the other hand, involves the much more challenging task of correcting inaccurate beliefs and persuading the person that the correction is appropriate, and often, inducing them to reframe the issue so that the corrected information is coherent with their background.

Addressing Ignorance: Improving Health Literacy

Consumers with low health literacy capabilities will be less capable in using veridical information they face; therefore, their decisions will be less beneficial or even detrimental to their health. Improving health literacy takes as a goal not just the ability to read and comprehend health communications, but to access
and hold veridical – accurate and relevant – health information and to use this information to make decisions beneficial to their health. Moreover, avoiding detrimental health decisions when faced with erroneous information requires that the consumer recognize specific health information as inaccurate or irrelevant. These judgements require abilities beyond basic understanding and interpretation. To complicate things further, there is a subjective meta-level of thinking concerned with one’s own qualification to pass judgement on the veridicality of health information. One can be confident about one’s ability to make that judgement or a decision related to it, or one can be sceptical of one’s capabilities in this respect.

Health literacy then invokes four consumer abilities:

1. To access health information.
2. To understand, process, and interpret health information.
3. To evaluate the accuracy and relevance of the health information.
4. To assess the sufficiency of one’s own knowledge (item 1 above) and abilities (items 2 and 3 above) to make a decision.

Classic health literacy research has focused on capability 2, but if health literacy is to improve a person’s ability to make health decisions, all four capabilities are essential. There is also a move from objective to subjective approaches in the order of the four levels. The actual accuracy of information a person accesses is an objective question. The consumer’s performance in understanding the information can be imagined to be approached by objective as well as by subjective approaches – not only understanding correctly but feeling that one understands. Assessing relevance is necessarily subjective because it relates to the person’s goals, and assessing sufficiency is highly subjective. Finally, even if an external observer might make an objective assessment of the person’s knowledge and skill as it relates to a domain, the person’s willingness to make independent decisions is highly subjective. This subjectivity is important as it links literacy skills to motivation and willingness to participate in health decisions.

The task of addressing ignorance then extends well beyond addressing capability 1 by providing accurate information. In many cases, for example, the problem is one of convincing someone that there is a problem in the first place – an aspect of capabilities 2 and 3. Although the patient’s blood pressure is elevated, he feels fine. Indeed, some of the medications prescribed to control blood pressure can have side effects that make the patient feel worse. At a minimum, then, the patient must be educated about the serious health risks posed by hypertension and the benefits of controlling it, how it can be controlled, the costs (not only financial but also possible side effects and inconvenience), and how to track the results, for example, monitoring blood pressure.
The patient needs to understand the problem and its potential solution, but also why it matters and that managing their hypertension gives them the ability to control a health problem. As a result of this education, the patient is both informed (accurately) and provided with the skill (how to monitor blood pressure) and tools (medications) to manage their hypertension. As discussed earlier, people seek coherent information and a context in which the information makes sense. The goal of an educational program must be to provide a coherent story that informs and explains the patient’s health problem and its solution.

This can be challenging in situations where providing information makes the patient’s perception of their health worse. Being told that the aches and pains they are experiencing are not just ageing but rheumatoid arthritis is likely devastating. Indeed, in the past, it was a recommended practice not to tell the diagnosis to patients who the physician thought would react with ‘emotional instability’. As that is no longer an accepted practice, a literature has developed around delivering bad news. With respect to cancer, for example, almost all patients want to know they have the disease and their prognosis, and as many as two-thirds want to participate in treatment decisions. At the same time, patients want the delivery of that information to be tailored to their situation. This presents a complex task for the physician. As one example, the SPIKES approach for oncologists suggests a process: (1) setting up the interview (e.g., providing a private space), (2) assessing the patient’s perception of their health problem and what they have already been told about it, (3) obtaining the patient’s invitation, determining how much the patient wants to know right now and what should be postponed for a later discussion, (4) delivering, beginning with a warning of the bad news to come, the information (knowledge), tailoring vocabulary to the patient’s ability and breaking down the information into manageable chunks, (5) recognizing the difficulty for the patient and responding to their emotions with empathy, and (6) discussing a treatment strategy if the patient is ready to do so involving the patient in a shared decision process. Not only are such approaches designed to increase patient comfort, but they also increase patient satisfaction with the physician and trust in provided information and treatment recommendations. Patient-centred approaches to information provision reflect nuanced approaches to increasing patient health literacy, addressing all four capabilities. In the case of cancer, for example, patient-centred discussion of treatment options (including no treatment) can enable patients to consider trade-offs of longevity versus quality of life and make reasoned choices about the acceptability of treatments. While autonomous patient self-management is an unlikely goal in cancer, for other chronic health conditions, the goal of patient education may well be substantial self-management as is common for diabetes and asthma. In short, patient-centred
approaches seek to address both objective and subjective information needs to improve both health literacy and empowerment.

The issue of ignorance may seem natural in the case of a novel health problem or diagnosis. However, in the broader health context, it is likely to be unusual. For many, if not most, health problems and needs, people already have prior exposure and knowledge, and often have opinions. When their exposure is biased or their knowledge is wrong, the problem is no longer being ignorant but being misinformed.

‘Falling For’ Misinformation

When presented with new information, prior knowledge serves as an important reference in deciding how to respond. To judge the truth of a novel statement, checking its consistency with prior knowledge is natural. Statements that are consistent with other information in memory are more likely to be accepted as true. Information that is inconsistent with prior knowledge is more difficult to process and can cue a negative affective response. Of course, if the bases of the ‘truth’ of prior knowledge are unreliable, then consistency with memory can result in incorrect judgements about the truth of the new information, which in turn impacts decisions. A classic example was the failure of a public health campaign in a Peruvian village to encourage villagers to boil water to prevent disease. The villagers, for the most part, believed that cooked water was associated with illness so that boiling water would make them sick. Even children found the idea of boiled water disgusting. The suggestion was inconsistent with the villagers’ conception of hot and cold water – the social fact that cold water was for healthy people and hot water for the sick, and even after three years of effort, adoption of the program was limited.

Cognition: The Impact of Heuristic Processing

People are not aware of being misinformed; they believe their information is true. The problem is that their bases for judging truth are unreliable. In the face of an overwhelming amount of information, people rely on mental short-cuts to make judgements about what to believe and what information to use in making judgements. Tversky and Kahneman proposed that these shortcuts take the form of heuristics – easier and faster algorithms for making judgements. They showed that ease of generating examples increased judgements of frequency – termed the availability heuristic, and that featural similarity predicted judgements of category membership – the representativeness heuristic. With respect to judgements of truth, people likewise unthinkingly employ fast and easy heuristics. One important heuristic for assessing truth is reliance on a feeling...
of comfort with the content. Coherence with information in memory is an important basis for such feeling. However, comfort can be enhanced by mechanisms seemingly unrelated to the content. For example, repeated exposure to claims makes them familiar and more likely to be accepted as true – an effect called illusory truth. This is why advertising campaigns employ repeated presentations of messages. People are more likely to be exposed to them and repeated exposure increases acceptance of the messages. It is also why the spread of information on social media, creating repetitive exposure, is influential even in the case of retweets of messages not opened. Just repeated exposure to a headline can make an impact on perception of truth.

Repetition works because it makes things more likely to be recalled (available). It also makes it easier to recognize and process that information when presented again – an effect called fluency. Repetition is not the only route to fluency. Simply making statements easier to read using a more readable font, higher colour contrast, or more readable handwriting increases fluency compared to a font that is difficult to read. Neither repetition nor ease of reading relates to the truth of the statement, so fluency is not a reliable indicator of a statement’s veracity. Yet, fluency acts as a strong cue for judgements of truth – the ease of accessing fluent information makes individuals feel it is (should be, must be) true. Repeated presentation of false information increases ratings of truth. Even when respondents know the information is not true, they may give increased truth ratings for repeated false statements apparently relying on fluency rather than checking their knowledge. Fluency can even stand in for coherence of information because inconsistency with prior knowledge disrupts the processing of the new information, decreasing fluency. Recalling the confirmation bias discussed in Section 3, people rely on confirmation to assess truth. Rather than ‘sifting the evidence’ in search of contradiction to evaluate information, they can rely on fluency. Because fluency makes information ‘feel’ right, it can also feel coherent, thus more likely to be true.

Heuristic processing of information also has a social component. For example, particularly when people don’t process information extensively, credibility of information is signalled by the credibility of the source. Studies of cognitive response to persuasion have long recognized the importance of a credible source for the acceptance of persuasive messages. Credibility can be inferred from actually informative characteristics, such as evidence of expertise like educational attainment and important achievements, but it can also be inferred from characteristics that are not really related to expertise, such as familiarity and attractiveness. The use of celebrities to promote products in advertising draws on their notoriety as a cue to credibility. The actor or athlete wearing a brand of watch actually offers little information
beyond their own attractiveness but can still convey to fans a perception of quality, style, and exclusivity.

A related cue is perceived acceptance of the information by others.\textsuperscript{162} Widespread acceptance, particularly among in-group members or people viewed as similar, promotes information acceptance. Homophily is a powerful cue. ‘People like me’ are naturally credible, and when a lot of them endorse information, it is more likely to be accepted. The problem again is that an inference of widespread acceptance is affected by factors other than actual consensus.\textsuperscript{156} Repeated exposure to information, even from the same person, increases belief in its accuracy. An account that appears in multiple social media posts makes readers more confident of the account’s accuracy, even if it is based on the same source and even the same interview with that source. Thus, many of the cues people use to assess the veracity of information—fluency, availability, and source credibility—are influenced by factors other than information content. As a result, they can lead to erroneous judgements, and they also create opportunities for persuasive manipulation.

\textit{Affect: The Impact of Emotions}

The heuristics discussed focus on cognitive processes. Another important influence on judgement and decision-making is affect, particularly emotions.\textsuperscript{163,164} One prominent view of this process is the appraisal tendency framework, which holds that ‘an emotion, once activated, can trigger a cognitive predisposition to assess future events in line with the central appraisal dimensions that triggered the emotion’ (p. 805).\textsuperscript{163} The framework incorporates emotional appraisals beyond valence. Fear and anger, for example, both have a negative valence but elicit different responses because they involve other appraisals such as certainty (predictability), individual control, and others’ responsibility. Anger is high in all three of these dimensions while fear is low in certainty and individual control and medium in others’ responsibility. As a result, anger promotes a vision of control, leading to a perception of lower risk and riskier choices. Fear, on the other hand, promotes a perceived lack of predictability and control, leading to a perception of higher risk and a choice of less risky options.

Some emotions are elicited by the judgement or decision at hand. Such integral emotions are influential. For example, faced with a decision about treatment of cancer, the fear induced by the diagnosis itself can lead to selecting options perceived to be safer. This is also consistent with cuing of a prevention mindset as suggested in research on regulatory focus,\textsuperscript{165} where focus on preventing negative outcomes leads to choosing lower risk options. On the other
hand, a patient diagnosed with mesothelioma (a type of lung cancer) associated with exposure to asbestos might well be angry at his employer because he was likely exposed on the job and, as a result, seek more aggressive treatment even if it involved greater risk. Whether this effect of emotion contributes optimally to improving the patient’s health is not certain. It is unclear whether choosing a treatment that has a greater potential for longer remission but greater risk of disability is the best choice for quality of life.

Returning to the theme of misinformation, incidental emotions unrelated to the decision at hand can also influence decision-making. Emotions cued by an unrelated newspaper article or even the weather (a sunny versus rainy day) can influence decision-making, particularly when the decision is complex, novel, or unanticipated.\textsuperscript{229,230} This, once again, means that judgement and decision may be influenced by emotional responses that have little bearing on the issue at hand. It also once again opens the door for manipulation; by inducing feelings, a decision-maker can be nudged toward different choices. If one is angered by an internet blog and that anger carries over to a healthcare deliberation, it could foster greater risk-taking. A patient choosing such a treatment might suffer later regret about the decision, viewing it as an error.

The problem posed by the effects of incidental and unrelated sources of fluency, false consensus (the erroneous perception that others share my views), and affect is that they can give rise to a mistaken self-perception of literacy. In terms of the literacy skills noted earlier, these effects degrade the person’s ability to evaluate the accuracy and relevance of information. In addition, biases toward confirmation and overconfidence combined with these effects lead people to overestimate the sufficiency of their abilities and knowledge as bases for making a decision. Correcting these problems presents challenges quite different from the tasks of educating the uninformed.

Persisting in Being Misinformed

A person who is presented with information to correct misinformation will meet the new information like any other and accept or reject it using the same processes. As such, when someone is misinformed, the task of correcting errors is challenging.\textsuperscript{166} Previous sections discussed the characteristics of the information environment, the nature of knowledge, and the varieties of knowledge failures. All of these filter through an information evaluation process, which increases the difficulty of effectively changing people’s minds about misinformation.
Continued Exposure: The Information Environment

As the information environment has evolved, so too has the opportunity to spread misinformation. Because the internet is relatively unfiltered for accuracy, when people search for information about a health problem, they are likely to encounter inaccurate as well as accurate information and the presentation of misinformation often mimics that of accurate information from authoritative sources. Unproven or disproven cures are promoted using testimonials from people with advanced degrees (MD or Ph.D.) or simply claiming the title ‘Doctor’, seeking credibility. Testimonials from success stories suggest the cure works for ‘regular’ people suggesting widespread utility (social consensus). A story of the inventor’s heroic struggle to provide a miraculous cure despite harassment from moneyed corporate interests and corrupt government agencies might offer a distorted or even fictitious narrative but one that is coherent and emotionally compelling.

With the advent of widespread adoption of social media, the opportunity for repeated exposure to misinformation has greatly increased. A study of 126,000 true and false news stories on Twitter, for example, found they were shared (retweeted) by 3 million people 4.5 million times.\textsuperscript{167} False news stories spread more widely than true stories and did so more quickly. The tools that people use to access information have become a major contributor to peoples’ acceptance of misinformation.

Cementing Misinformation: The Coherence of Knowledge

In discussing misinformation, the focus is often on a particular item of information – for example, a person’s belief that ivermectin (an anti-parasitic agent) can cure Covid-19 (which multiple studies show it cannot do) – and on correcting the erroneous belief. As discussed in Section 2, that belief is embedded in a network of beliefs and buttressed by them. For example, hesitancy regarding Covid vaccination (a new item) is associated with related Covid beliefs such as the virus being manmade, that the vaccine was introduced too quickly to be safe, and pre-existing beliefs such as general vaccination hesitancy, belief in alternative medicine, and distrust of science, the pharmaceutical industry, and government.\textsuperscript{168,169} This embedding suggests that addressing the one belief by itself rarely addresses the broader problem of the person’s misinformation and that seeking to correct multiple linked misinformed beliefs will be more difficult.

Making the task even more difficult is the attraction of misinformation. Conspiracy theories provide a prime example. These are ‘explanatory beliefs, involving multiple actors who join together in secret agreement and try to achieve a hidden goal that is perceived as unlawful or malevolent’.\textsuperscript{170} Their attraction lies in peoples’ need to make sense of their social environment,
particularly when faced with uncontrollable (therefore threatening), complex, and distressing events, for example, a pandemic. Conspiracy theories provide a way to understand (make sense of) these events. Because it lends coherence, the fact that the theory could be not just wrong but even ludicrous or fanciful does not, for some people, make it less compelling, and their belief in the theory could be very strong. For those harbouring a strong distrust of government, the idea that Covid-19 was invented to allow for increased government control of the population and that Covid vaccines contain microchips that enable the government to track recipients is believable. Likewise, belief in other false claims such as ‘natural’ herbal concoctions billed as boosting the immune system to prevent Covid and ‘alternative’ remedies to cure it as substitutes for vaccination and medical intervention have been embraced. Of course, not everyone subscribes to conspiracy theories. Certain individual differences, for example, appear to be associated with belief in conspiracy theories, notably proneness to magical thinking, Machiavellianism (seeking to manipulate others), selfishness, lack of caring, and a callous nature.\(^\text{171}\)

Thus, the coherence of networked beliefs, their ability to address feelings of powerlessness, and perceptions of regaining control make misinformation attractive, reflecting a motivational component as well as a cognitive one. These are features that make misinformation believable and even attractive, thus more challenging to correct.\(^\text{162,166}\)

---

**Knowing You’re Right: Commitment to Misinformation**

A further difficulty is the confidence that people have about their knowledge. As discussed in Section 3, information search is often biased in favour of confirming current beliefs. In the context of the internet, the algorithms that respond to search queries and those determining content delivered on social media favour information that is consistent with prior viewing. This creates a cycle in which the searcher finds more and more information consistent with their current beliefs and grows more confident in those beliefs because of the constant presentation of consistent information. This has been called an echo chamber effect or reinforcing cycle in terms of media use.\(^\text{140,172}\) This effect is exacerbated by overconfidence; people are often overly confident that they are informed and capable of making decisions and also feel they are typical so that their choice would be endorsed by relevant others.

Moreover, research on persuasion suggests that health consumers and patients can employ a range of strategies to maintain current beliefs, attitudes, and behaviours. These include information avoidance, counterargument, source derogation, biased processing strategies that reduce importance or isolate
inconsistent information, and focus on consistent knowledge or social validation.\textsuperscript{173} These efforts are triggered (motivated) by the person’s perceptions of the persuasive attempts – notably when the attempts are seen as threats to personal autonomy (reactance), when they are not credible because they are inconsistent with prior beliefs and attitudes, or when they raise concerns of deception.

**Corrective Campaigns**

Despite the challenges posed by peoples’ belief in and attachment to misinformation, there have been many attempts to correct the problem. In the US, the Lanham Act holds that firms can be liable for false or misleading advertising. Based on this law, the Federal Trade Commission (FTC) has sought various remedies for such advertising. Among these remedies, albeit rarely used, is mandated corrective advertising to address misleading marketing campaigns. The goal of the mandate is specifically to correct misleading or false claims in the advertising. For example, one company made the unsupported claim that its oil additive would decrease oil usage in a car. In response to an FTC complaint, a US government agency responsible for protecting consumers and promoting competition, the company agreed to place a corrective advertising statement in a number of periodicals, with the goal of correcting consumer misunderstanding of the product’s benefits.\textsuperscript{174} The success of corrective advertising campaigns has been measured with respect to short-term effects. In the case of the oil additive, there was no significant decrease in belief in advertising claims, although consumer purchase intentions decreased. However, long-term sales effects appeared to be negligible. In a related vein, banning cigarette advertising either partially or completely has no significant effect (by itself) on cigarette consumption.\textsuperscript{175}

The limited success of corrective advertising campaigns reflects the challenge facing those seeking to correct the effects of misinformation. Addressing misinformation requires not only imparting knowledge but also correcting mistaken beliefs and research has shown that people who are misinformed can be very persistent in their beliefs.\textsuperscript{176} Even if a person isn’t motivated to resist the correction, he or she cannot simply forget the misinformation and substitute it with the correction. Retracting the information may at least temporarily tag the misinformation as false. If a correction is provided, it will be encoded as well, but often the misinformation enjoys greater familiarity through repetition so that after a time it regains its potency in deliberations as demonstrated in studies of the continued influence effect.\textsuperscript{166} Moreover, unless the correction coheres with the rest of the person’s beliefs, it will remain either
suspect or somehow separate from the knowledge structure in which the misinformation fits. In either case, the removal of the misinformation creates a gap in the knowledge structure. In order to retain the coherence of the structure, the misinformation may be retained, particularly if the knowledge structure is consistent with a broader network of beliefs (frame of reference or worldview).162,166

**Campaign Strategies**

Guidelines for corrective campaigns have still been advanced. Messages can offer fact-based correction, attack logical fallacies in misinformation, and attack the credibility of the misinformation source.162 The timing of the campaign can be prior to exposure to misinformation (prebunking) following the strategy of inoculation177 or after exposure (debunking). Inoculation strategies can address likely misleading persuasive approaches people are likely to encounter. Debunking campaigns must address misinformation already in circulation. Repetition can be used against the misinformation by repeating the retraction.166 Importantly, the effectiveness of retraction can be enhanced by providing an alternative account or narrative. Some success has been reported when the narrative addresses the motives of the source of misinformation. It has also been suggested that misinformation often offers a simple explanation and people prefer simple explanations. To the extent that the true explanation is more complex, nuanced, or bounded, it is important to emphasize the core of the argument and how it coheres with the larger information context. This may not be possible when the corrective information is inconsistent with the recipient’s other beliefs and their worldview.

A vast literature has shown how difficult it can be to change strongly held attitudes. Corrective campaigns often enjoy limited success. The general limitations of mass media campaigns can be seen in studies of advertising. For example, a field experiment of advertising by the Anheuser-Busch company found that for a well-established brand, even eliminating advertising for a year in a group of markets had no effect on sales despite the continuation of competitor advertising.178 Only after 18 months did sales begin to decline. Thus, ‘a major objective of advertising . . . may well be simply to reinforce and reiterate the fact that the brand exists, is eminently acceptable for use, and is widely available to consumers’ (p. 233).179

Rather than attacking specific misinformation by providing corrections, broader goals have been proposed such as improved media, e-media, and news literacy, focusing particularly on the importance of scepticism and careful review of not only credentials but interests of information sources. Media
literacy has been considered as a component of educational curricula and as a more focused intervention aimed at educating people on how to challenge media messages and protect themselves from their harmful effects. However, the success of such interventions is mixed. For example, a study of social media self-disclosure found that media literacy had a constraining effect on intentions regarding self-disclosure but not on actual disclosure behaviours.

Overall, then, misinformation is difficult to dislodge and the effectiveness of media and other mass audience campaigns is often limited. While there is evidence that deliberation decreases acceptance of misinformation, the problem remains that consumers and patients have limited expertise to discern the quality of medical information they encounter. This means that they must at some point decide who to trust to help them understand and evaluate the information and its implications for their health. This brings us back to the medical expert and the importance of the doctor–patient relationship.

5 The Doctor–Patient Relationship and Misinformation Management

To this point, misinformation has been portrayed as a problem arising from the interaction of the information environment and the way people think and feel about information they encounter. The amount of information presented to people has increased dramatically, but the quality of that information is decidedly mixed. At the same time, people’s knowledge is fallible and given their biases in processing information, they can become misinformed. Compounding the problem is the difficulty of correcting misinformed beliefs. We would love to end, like a magician, by pulling a solution out of a hat, but unfortunately such a solution would be, like the magic trick, an illusion. What has become clear through previous sections is that correcting misinformation involves much more than corrective content. Simply telling people they are wrong and providing the ‘truth’ is unlikely to be successful. Misinformation is often seductive – it may offer certainty if not comfort. Covid-19 isn’t really such a big problem, and if you get it, it’s not your fault, even if you attended a big birthday party last week without a mask. Blame the government, the experts, the pharmaceutical companies. Still, we should not throw up our hands in despair. Some efforts succeed, and they suggest possible approaches.

This section focuses on the important role that trust might play in countering misinformation, notably trust within a doctor–patient relationship that could privilege the physician in preventing patients from becoming misinformed, countering misinformation already held by patients, and improving patient understanding of their health problems and concerns. Mutual trust is a central
requirement for efficacious relationships between doctor and patient, and the trust patients’ place in their doctors is the major currency of the relationship. Trust grounds a collaborative doctor–patient relationship (therapeutic alliance) which in turn plays a critical role in promoting accurate patient knowledge, understanding, and healthy choices. Moreover, a trusting doctor–patient relationship frees the patient from a dangerous ‘going it alone’ vision of autonomy. It allows the patient ‘to exercise their autonomy by relinquishing some decision-making power to those with the expertise to care for them. Physicians then act as entrusted fiduciaries’ (p. 18).  

Dead Ends

The importance of a strong, trusting doctor–patient relationship can be seen in some unproductive alternatives. Mentioned earlier were new regulations making medical records available to patients, seeking to enable them to take greater control of their health decisions. However, giving patients access to technical data like diagnostic scans and the radiologist’s notes is unlikely to advance this goal. The scan itself requires specialized expertise to read and interpret. The radiologist’s notes are likely to be cryptic for the patient because of the technical terminology and the assumed knowledge of the expected recipient – the patient’s physician. It is that physician’s specialized knowledge and experience that enables the physician to understand not only the specific information provided by the scan but also to situate that information in a larger corpus of knowledge about the patient and his or her health condition. Only then does the information have diagnostic and prognostic value. For the patient, by contrast, the likely outcome may be more but certainly not better information. Reading the notes may be frustrating and anxiety-provoking. Rather than being better informed, providing the information without guidance offers an illusion of transparency.

Another doomed approach focuses on restricting health information on the internet. Advocates of a more truthful internet in the realm of health face severe challenges, regardless of whether gaps in knowledge are to be closed, erroneous information avoided or corrected, or misinformation needs to be removed. If one were to seek to ban health misinformation from the internet, what exactly would be banned and what would be added to close knowledge gaps? What about information and advice that is accurate and helpful for some people but inapplicable or even dangerous for others? In short, any such attempt would create tremendous definition problems, legal issues in civil rights, and would require a level of goodwill in international cooperation that is unimaginable. Given these hindrances, it is no wonder that efforts in this direction have failed.
These dead ends highlight two givens regarding health information. First, giving people more of it doesn’t make them more enlightened or less likely to access misinformation. Second, patient access to new media information cannot be restricted. Information they can’t understand or interpret is readily available, along with information that is not relevant to them. Moreover, a cornucopia of misinformation will present itself. Some of it gains credibility coming from social media contacts and new artificial intelligence tools produce materials that seem authoritative even if they are entirely fictitious. For example, one such tool generated a legal brief that was submitted to a court and was accepted until it was found that six of the case precedents cited were fabricated by the artificial intelligence tool itself.184

If access to information, good and bad, is bound to increase, the central task will be to guide people as consumers and patients to attend to information that is accurate and relevant to them. One opportunity lies in using the professional’s specialized knowledge to help patients understand how to make sense of the information they access and why the misinformation is wrong and how it could hurt them. As we argued in Section 4, countering mistaken beliefs must be more than correction, and even well-designed communication campaigns fail. This leaves a central role for the physician.185 To explore this possibility, we consider three crucial elements of the patient-doctor relationship: (1) the nature and role of trust, (2) the challenges of new communication technologies, and (3) the tasks and opportunities for addressing misinformation.

Trust in an Evolving Social Environment

As discussed in Section 1, the ethical practice of medicine invokes four norms: (1) respect for autonomy, (2) nonmaleficence, (3) beneficence), and (4) justice.23 To say that a patient trusts a physician means the patient believes the physician is acting in accordance with these norms. In particular, the patient must believe that, while respecting their autonomy, the physician seeks to relieve, lessen, or prevent harm and provide benefits, balancing them against risks and costs. In short, the patient must believe that the physician is acting for their benefit. To a significant extent, medical care is what economists call a credence good. That is, the quality of the doctor’s care is not observable. The patient consults the doctor and the doctor prescribes a medication, performs a procedure, or even suggests that the patient just get rest and drink fluids. The patient recovers, but is this due to whatever the doctor did? Even if so, could the doctor have done something different that would have speeded recovery,
reduced discomfort, or lowered risk? Trust means that the patient believes the doctor ‘did the right thing’. The social environment surrounding medical care presents significant challenges to this trust.

**Challenges of Modern Healthcare to Patient Trust**

The profound changes to the healthcare delivery system since the 1950s present challenges to patient trust. One important challenge arises from the depersonalization of the doctor–patient relationship. The doctor–patient dyad has long been a guiding principle of medicine.\(^{186,187}\) Within this personal relationship, sometimes compared with friendship, the doctor and patient meet each other without external influences. The duty of confidentiality imposed on the doctor contributes to the preservation of this relationship, as does the fact that the medical professional can expect the patient to place his or her full trust in him or her. Because of this relationship of trust, communication between doctor and patient can flourish despite the knowledge asymmetry between doctor and patient. In recent years, this pattern of personal relationship has been increasingly challenged by the institutional arrangements of healthcare. First, the growth of medical knowledge has led to greater reliance on specialists. Specialized medical knowledge is a hallmark of the progress of medicine since the 1950s, providing incalculable benefits to patients. There is, however, a price to pay. With the increasing level of specialization in medicine, the patient must interact not only with his or her GP but with several specialized physicians. An urban US cancer patient will be referred by the GP to a cancer centre, where the patient will be seen by an oncologist as well as other specialists such as a radiation oncologist, surgeon, nurses who administer many kinds of treatment, a palliative care physician for quality-of-life concerns including pain management, and allied health professionals including dieticians and physical therapists. This panoply of specialized care may shift the bases for trust. As in the past, if the patient sees a physician on a repeated basis (e.g., the GP or oncologist), the continuity provides a basis for the development of a personal relationship in which trust is based on each knowing the other’s likely behaviour in their interactions as well as mutual respect. With the other specialists, trust in technical expertise is the paramount concern as evidenced by credentials and reputation.\(^{188}\) Patients still want relationships with specialists, but they focus on being treated as an individual and being respected – a member of the care team with legitimate opinions.

Coincident with the growth of specialization, the doctor and patient have been placed increasingly in a corporate structure of healthcare provision with the development of managed care, in which a corporate entity like a Health
Maintenance Organization (HMO) or insurance company takes a role in structuring the interface between doctor and patient. In the case of insurance companies, the interface highlights economic aspects of access to and quality of care. The HMO places limits on consumer choice of providers. These changes led to ‘anonymization’ or ‘depersonalization’ of the patient’s relationship with the healthcare system, embedding that with the physician. This shift has raised concerns about trust by highlighting a transactional view of medical care constrained by limited choice either within the service network of the HMO or the payment limits imposed by insurance. This is not to say that trust has been lost entirely. In a 2014 study, only 23% of Americans reported high confidence in the healthcare system and 58% reported that physicians could be trusted, much lower than in many other countries, for example, Switzerland (83%), UK (76%), and France (75%). However, 56% of Americans reported high levels of satisfaction with the treatment they received when they last visited a doctor, higher than that reported in the UK (51%) and France (38%). Americans hate the system but seem satisfied with their doctors’ care. In most managed care systems, the patient has a primary physician – a GP in the British system or a primary care physician in the US. The maintenance of a trusting doctor–patient relationship is conceptually important to these corporate entities, who recognize its importance to patient participation, compliance, and health outcomes. Nevertheless, building and maintaining that trusting relationship is more challenging than in earlier times. For example, continuity by itself does not guarantee trust. In these new healthcare arrangements, it is possible for a patient to experience continuity with a physician for whom they feel low trust, in which case, unsurprisingly, continuity doesn’t contribute to patient satisfaction. Trust is conditioned on the patient’s perception that the physician is working for their benefit – providing needed information and evidence-based personalized recommendations.

**Challenges of the Internet to Patient Trust**

The internet has become a central place for patients seeking health-related information, which has also impacted the doctor–patient relationship. For most patients, this impact is not direct. After searching health information on the internet, patients report greater confidence in discussing their health with physicians, more confidence in the physician’s advice, and more empowerment to participate in managing their health. Most patients feel that bringing information from the internet to their consultation with a physician either doesn’t affect their relationship with their physician or improves it. Patients report their trust in their doctor; they attest to the quality and strength of that
trust, and they emphasize the necessity of having their doctor to consult. Patients desire their physicians’ expertise to help them understand and interpret internet information, particularly its accuracy as well as its relevance to their condition. Even with patients’ concern for autonomy and independence, information-seeking on the internet is often aimed at the background of a disease rather than replacing the consultation about it with the physician. In other words, patients recognize the critical importance of the physician, especially his or her ability to tailor the responses and advice provided to the patient’s specific medical condition, their expressed concerns, and their ability and readiness to cope with the information. Delivering on these expectations can be challenging in the current healthcare setting.

New Communication Technologies and the Challenge of Misinformation

The growth of misinformation broadcast through the internet and social media was discussed in Section 1, and as noted above, efforts to prevent patients from accessing it are doomed to failure. It is important to recognize and accept new communication technologies as part of the background of the times and mores that affect all of us, including healthcare providers and patients. It is also important to recognize that people are grappling with change of an extraordinary scope and pace. The internet and the many tools made available through it have dramatically changed the information environment healthcare consumers face when making decisions about their health. On the upside, this includes but extends well beyond offering health information. A range of offerings are available to help consumers gather information about their health and health problems and navigate the healthcare system. Examples include:

- knowledge compilation as a service by healthcare institutions, such as the Mayo Clinic
- compilation for easy access to media coverage of health topics
- decision aids, for example, criteria for deciding whether to seek testing for BRCA (BRest CAncer) genetic cancer markers
- patient-oriented diagnostic tools
- doctor and hospital portals that make the organization of treatment easier
- physician and hospital ratings
- shared patient experiences and emotional support

The downside, of course, is the amount of material posted on the internet and promulgated through social media that is less constructive or misinformed. Some, like advertising, are not explicitly incorrect but may be problematic in
their emphases, as in the case of DTCA. Some internet information may be confusing because conflicting findings lead to differing medical interpretations and recommendations. Other material is explicitly misinformed. Some may be based on outdated studies that have been superseded by newer data or inappropriately applied findings. Some employ pseudoscience or ‘junk’ science, as in the case of vaccination and autism. Some create commercial differentiation that provides no functional advantage. Finally, some is completely fabricated—for example, that an extract of apricot pits can cure cancer. And no effective means to make it easier for consumers to identify such misinformation as problematic has been found. Moreover, as discussed in Sections 3 and 4, people exhibit biases in their approach to information, overconfidence in their grasp of information, and persistence in their beliefs that make correcting mistaken beliefs difficult.

The information resources offered by the internet thus complicate the physician’s task. With the internet, the physician can no longer prevent the intrusion of false or irrelevant information. Anybody can post their views on health matters, no matter how unqualified or inexperienced and whatever their motives. The information consumers can retrieve from the internet can be correct or incorrect, relevant or irrelevant. Health information and misinformation is searched, found, looked at, and used in various ways by consumers, often prior to consultation with a doctor, but post-consultation information-seeking also occurs. At the same time, knowledge gained from health information on the internet, even when accurate and relevant, does not necessarily make health decisions easier for patients. At least for some patients, the availability of information increased knowledge but also increased insecurity, and the higher involvement associated with increased knowledge meant greater felt responsibility. As might be expected, not all patients find this responsibility appealing so the physician must be sensitive to the patient’s desired role in decision-making.

Processing, understanding, and remembering internet information places severe demands on consumers’ health literacy. When consumers confront their healthcare providers with the information they hold, the wealth of health information available through the internet becomes a challenge to the healthcare provider too. Beyond the traditional task of providing the patient with the information necessary for his or her treatment, physicians must increasingly address information and misinformation patients bring to the consultation. As information provision has become more important in line with today’s ideals for patients to be actively involved in medical decisions, physicians may find themselves in the role of their patients’ information manager. Once again, the trust a patient accords to his or her doctor is essential in making this possible. Physicians cannot prevent
patients from accessing misinformation, but they are in a privileged position to help patients capitalize on the wealth of valid and relevant information available and understand why the misinformation patients uncover should be ignored.

Unfortunately, research on how physicians can or should undertake the task of correcting misinformation is very limited. Some perspectives based on clinical experience and cases have been advanced:

- Offer assistance in decision-making rather than attacking information sources or trying to persuade.\textsuperscript{217}
- Be sensitive to the patient’s background and experiences (medical errors, historic inequities, religious beliefs).
- Educate patients about evaluating information and sources, inviting questions, engaging patients in understanding the evolving science relating to their health problems, sharing trustworthy sources.\textsuperscript{199}

All of these perspectives, it is noted, are built on the physician’s relationship with the patient. Listening to the patient and tailoring responses to their specific knowledge failures and information needs, that is, meeting the patient where he or she is, and building patient trust.

**Physicians Confronting Patient Misinformation**

In any interaction between a patient and a physician, misunderstandings are common and can grow out of one or more mechanisms:

1. The patient is pursuing the wrong goal by turning to the doctor.
2. The patient’s goal is appropriate, but he doesn’t know what information is relevant for reaching it and, therefore, cannot distinguish between relevant and irrelevant information.
3. The patient understands the relevance of the information but misunderstands its meaning in the context of his own health problem.

Certainly, such mechanisms plagued patients and physicians before the advent of the internet. Physicians have always had to correct patients’ faulty expectations, guide patients to relevant information, and correct mistakes in the patient’s knowledge. Contemporary digital communication gives the patient easy access to types of information he or she is not familiar with and will often have trouble understanding, magnifying the patient’s potential misunderstanding. A doctor, in contrast, will be familiar with much medical information and can now get it much more easily. This widening asymmetry means that the physician’s information management tasks are magnified as well.
For the physician, insufficient health literacy in a patient presents a complex problem. From the professional’s viewpoint, the health decision pertaining to the patient should focus on information that is correct and important for the decision and ignore everything that is false or irrelevant. When doctor and patient agree on the information and its meaning for the patient’s health situation, they are likely to agree on the actions to take, so it is of no import who will make the decision. However, the patient’s perspective on what information is true and relevant may differ from the professional’s, creating consultation scenarios shown in the conceptual model in Figure 3. The scenarios present a variety of challenges to the professional, who is placed in the position of negotiating information relevance in order to guide the patient’s judgements. Even if the professional wants the consumer to be engaged and empowered in reaching a decision, it is critical from the professional’s perspective that the patient’s judgements and decisions are based on a solid grounding of relevant and valid information. Otherwise, the physician faces some unpalatable options – preventing or limiting the patient’s influence on the decision, terminating the treatment relationship, or accepting the patient’s mistaken choice.

Professional training provides the physician with the expertise to distinguish information that is important and useful for the patient from that which is dangerous, misleading, or irrelevant. The patient, lacking this expertise, is likely to view information from a personal perspective – as information the patient feels she needs and wants, information about which she doesn’t care, and that she doesn’t want. The critical problem is that, because of these differing perspectives, neither health literacy nor empowerment will prevent the doctor and patient’s perception of information from diverging. The problem is characterized in Figure 3. The ‘Consistent’ cells are those where the doctor and patient agree that the information is true and important to health decisions or agree that the information is false and dangerous so should not be applied to health decisions. From the professional perspective, focusing on important information is crucial as is ignoring dangerous or misleading information and the importance of these agreements must be reinforced. The critical problems arise in the ‘Inconsistent’ cells. One problem comes from information that is dangerous or misleading that the patient through an illusionary literacy believes is valid and important. The physician’s communication task is to convince the patient that such information is either dangerous or at least irrelevant. The converse is important information the patient perceives as unimportant or because of preconceived notions or fear finds threatening. Here the task of the doctor becomes one of education and persuasion to convince the patient of the value of considering the information. A similar but perhaps less onerous task is
presented by the ‘Educate’ cells where the patient doesn’t care about the information so the physician must either stress the importance of relevant information or warn against or simply ignore misinformation. In the context of a patient visit, the doctor may face several pieces of information falling into different cells. This requires the physician to be adaptive – ‘meeting patients where they are’.

The persuasive character of some contemporary medical consultations brings these conversations under the rubric of strategic communication. Physicians must think beforehand how they will be able to address the misinformed patient without giving away too much ground, but also trying to avoid hurting their opponent – their patient. The existence of strategic thinking before consultation with a patient was demonstrated in a study that interviewed, in a semi-structured design, 17 physicians living in the Italian-speaking part of Switzerland. The physicians related a number of considerations they think through when preparing for consultations that are likely to turn into a strategic mode. These considerations can be summarized into four classes: resistance to online information, repairing online information, co-construction around online information, and enhancement of online information.

The model in Figure 3 identifies the doctor’s communication tasks but does not explain how they are to be accomplished. Doctor–patient interaction and relationship have traditionally served as the basis for preventing

<table>
<thead>
<tr>
<th>Consumer/ Patient</th>
<th>Perception of Information</th>
<th>Doctor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Important/useful for patient</td>
<td>Dangerous/misleading/irrelevant for patient</td>
</tr>
<tr>
<td>Need/Want</td>
<td>Consistent: provide useful information</td>
<td>Inconsistent: Address why not to use information</td>
</tr>
<tr>
<td>Don’t care</td>
<td>Educate: explain relevance</td>
<td>Educate: Reinforce or ignore</td>
</tr>
<tr>
<td>Don’t want</td>
<td>Inconsistent: Overcome fear/preconceived notions</td>
<td>Consistent: unused information</td>
</tr>
</tbody>
</table>

Colours indicate danger to patients of belief/disbelief of health information (being misinformed). Red = high danger; Yellow = potential danger; Green = low danger. Arrows indicate the doctor’s tasks to ensure patients believe and apply relevant and valid information.

Figure 3 Doctor–patient information alignment.
misunderstandings. Prior to the advent of broadened information availability, the doctor served as an information gatekeeper. In the changed healthcare environment with dramatically increased information availability and expanded expectations of patient involvement in decisions, how can misinformation be minimized and managed?

In an unpublished study, Lu and Schulz first asked physicians about their perceptions of patients’ internet information-seeking behaviour and whether any antecedents (patient characteristics) would predict certain perceptions. Then, physicians were asked about their communication strategies and their difficulties dealing with internet-informed patients (IIP). Two broad groups of physicians were identified. One group considered the internet a legitimate information tool and showed generally positive perceptions of patients’ online information searches. The other group had stronger feelings of threatened authority and distrust from IIP. Corresponding to their general perceptions, some physicians adopted a participative strategy to collaborate with IIP and guide them to interpret internet information. The others took the defensive approach to block or discourage patients from online searches. Physicians’ judgement of a specific patient and communication context will affect their attitude and the adoption of communicative strategies.

Given the information environment and the centrality of the internet for patients, it is doubtful that seeking to dissuade them from using the internet as an information resource will be successful as a strategy for addressing misinformation. Collaborating seems the more promising approach. The physician can build on patient trust to persuade patients of what is important and what should be ignored. For those who are largely uninformed, this strategy would be reasonable. However, for patients whose misinformation is embedded in a background network of related beliefs, many of which are likewise false or else irrelevant to the particular health problem or decision, correcting the misinformation and all of this background is unlikely to be successful even if the physician were to take the time to try. An alternative might be to position the accurate information and a network of related information (a coherent story) as exceptional – something specific to the patient or their health condition to be shared by the doctor and patient. This change of frame would place the story and the decision outside the misinformed background. Trust here is central – the credibility of the story depends on it and forms the basis for the physician’s ability to grapple with misinformation more effectively than impersonal corrective campaigns.

The essence of the professional, in a traditional sense, as we have seen, is trustworthiness in both expertise and beneficence. In earlier times, one could depend on the professional – doctor, lawyer, or accountant. He or she held...
information that was imperfectly understood (if even available) to the layman. In many cases, the information would be literally unintelligible (e.g., employing Latin terms). As important, the expectation was that the professional would work for the benefit of the client or patient, and despite increased recognition of the patient’s autonomy, beneficence remains central to the physician’s treatment of the patient. The physician remains committed to the well-being of the patient, and the patient’s trust is central to the physician’s ability to achieve that end. This requires that the professional build a trusting relationship, but such a relationship entails expectations on both sides. The professional has to provide, through language and action, evidence of adherence to ethical values, including recognition of patient autonomy. On the other side, the patient has a stronger voice but also must assume some responsibility in managing their health. This, as noted earlier, leads to a constrained collaboration. A strong doctor–patient relationship can address this constraint by advancing beyond a transactional vision of doctor/patient interaction (advice for payment) to one of more generalized exchanges, where the general welfare of the doctor/patient pair is considered. In short, the basis of relationships is changing but the task of conveying knowledge remains, and the importance of the professional relationship is enhanced.

Certainly, the doctor’s office and the formal interaction in the consultation lend weight to the physician’s statements and recommendations. However, trust and credibility are not confined to the doctor’s office. The same approach of evidencing caring (beneficence) and respect (autonomy) can be effective even in casual social settings. An anecdote related to the authors demonstrates this. A physician at a swimming pool was chatting with a fellow swimmer she just met. The woman was planning an international trip but had not been vaccinated for Covid-19. The physician asked the woman about her concerns, which focused on the speed with which the vaccines were developed and their attendant risks, a common comment at the time promoted by anti-vaccination groups. The physician explained the extensive history of related research that long preceded the pandemic, the extensive multi-stage testing for safety and efficacy conducted on the vaccine, the physician’s own experience getting vaccinated, and her harrowing experiences caring for Covid patients. When they met again a few weeks later, the woman had received a vaccination. The approach – one-on-one, person-centred, caring and respectful – a conversation between strangers where there was no issue of gain for the physician but capitalizing on her credentialed expertise, was effective in overcoming misinformation.
Taking a Long View

Misinformation has garnered headlines and has had undeniably negative effects on people’s health. It is estimated, for example, that by May 2022, 319,000 unvaccinated people in the US died from Covid-19 after vaccines were available. A large proportion of these deaths were due to misinformation about the safety and efficacy of Covid-19 vaccines. Those spreading such misinformation have much to answer for. Still, in the US, trust in health agencies like the US Centers for Disease Control and medical leaders remains robust, and more than 68% of people received a full initial course of Covid-19 vaccinations, a rate that exceeds 75% in most Western European countries.²²¹,²²² Not everyone becomes misinformed.

Another case suggests that over a longer term, progress is possible. Consider cigarette smoking in the US – a scourge implicated in 480,000 deaths each year.²³² Cigarette smoking was popular in the US by the early twentieth century and, supported by a great deal of advertising, consumption grew from 54 cigarettes per adult in 1900 to a peak of 4,345 in 1963. Prior to 1964, most people were misinformed about the dangers of smoking. Indeed, during World War I, cigarette smoking was supported by physicians to ease pain for wounded soldiers. It wasn’t until 1964 that the Surgeon General’s report was published linking smoking to lung cancer and other respiratory diseases. Cigarette manufacturers denied the link even though they agreed to stop advertising on radio and television in 1969. By 1990, smoking was banned on all commercial airline flights in the US, followed by a ban on most European airline flights in 1999. Smoking bans in public places have greatly expanded, and in 1999, outdoor advertising was discontinued. Taxation has proved to be a major factor in reducing cigarette sales; in the US taxes account on average for 42% of the retail cost and in the UK 82%. Globally, efforts to decrease smoking have been launched building on World Health Organization recommendations and their effects tallied. Activities that may play a role include anti-smoking media campaigns, package warning labels, banning advertising and promotion, smoke-free policies for public spaces, increased availability and affordability of cessation programs, and taxation of cigarette sales. Physicians played an important role in reducing smoking. Beyond counselling patients, by the 1980s, physician-delivered smoking cessation programs were being tested and implemented. Medical support tools were developed and promoted by physicians including nicotine replacement (first as a prescription drug in the 1980s and later OTC) and more recently varenicline in 2006. The effectiveness of these physician interventions have been demonstrated in numerous studies.²²³–²²⁶ All of
these efforts have had a major impact. Since 1964, the prevalence of cigarette smoking in the US has fallen from 42.4% in 1965 to 17.8% in 2013. Yet, even today, misinformation about smoking safety persists. In a 2010 study of smokers in France, 38% believed smoking causes cancer only for those who smoke more than they did.\textsuperscript{227} Thus, over a period of fifty years, the combination of health campaigns and medical interventions have enjoyed substantial success.

Taking a longer view of misinformation on the internet, as our experience with the internet increases, people are growing more savvy about what they encounter. A 2018 study by the Pew Research Center found that adults aged 18–49 were better than those 50 and older at distinguishing between statements of fact and opinion in the news and this was independent of liberal versus conservative appeal of the statements.\textsuperscript{228} Perhaps the catalogue of disappointment that introduced this monograph can be overcome.

**Conclusion**

The growth of patient empowerment as a right and as a responsibility has increased the involvement of consumers in managing their health and patients in making medical decisions. Along with this change, the explosion of health information available today, particularly online, has profoundly altered the consumer information environment. Unfortunately, the internet and social media have also made available a great deal of misinformation, and the way people approach and process information places them at risk of accepting that misinformation as true. What makes misinformation insidious for people is that the same processes that allow people to become knowledgeable about a topic can also make them prone to become misinformed. Because of the persistence of beliefs in misinformation, it has created problems, in some cases crises, for people’s health. Countering misinformation is challenging, and the case of cigarette smoking suggests that there is no single tool that will solve the problem. Coordinated campaigns, public policy, and interventions at the individual level by medical experts, particularly physicians, together offer a plausible route to success. Again taking a long view, education to make people more literate about health but also sceptical and deliberate in their acceptance and use of health information, will be central to helping people be more successful as empowered health consumers.
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