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Abstract
Why do some actors in international politics display remarkable persistence in wartime, while others “cut and run” at the first sign of trouble? I offer a behavioral theory of resolve, suggesting that variation in time and risk preferences can help explain why some actors display more resolve than others. I test the theory experimentally in the context of public opinion about military interventions. The results not only help explain why certain types of costs of war loom larger for certain types of actors but also shed light on some of the behavioral revolution’s contributions more broadly.

Why do some leaders and publics display remarkable persistence in military interventions—the British in the Malayan emergency, for example—while others cut and run, like the US in Somalia in 1993? When political scientists ask this question, the answer we typically give has to do with resolve. Resolve is a ubiquitous ingredient in International Relations (IR) theory, used to explain everything from why states win wars, to how they prevail during crisis bargaining, thereby preventing conflict from breaking out. Rationalist approaches to the study of international conflict revolve around resolve: if both sides are aware of each other’s levels of motivation, the less resolute side backs down before a crisis can even take place. Likewise, it is motivation, not muscle, that is frequently used to explain why great powers fare so poorly in asymmetric conflict, and why the United States was never able to push the North Vietnamese to their “breaking point” during the Vietnam War. Yet although we often explain behavior and outcomes in IR by pointing to variation in actors’ levels of resolve, we have trouble modeling this variation itself, and explaining why some actors are more resolved than others.

I address this challenge by offering a behavioral theory of resolve, suggesting that variation in time and risk preferences can help explain why some actors display more resolve than others. I seek to explain variations in resolve not only because of the phenomenon’s clear scholarly and political importance but also because it serves as an excellent conceptual vehicle for exploring the new behavioral revolution in IR.

Previous versions of this project benefited from remarkably helpful feedback from audiences at Binghamton, Dartmouth, Harvard, Illinois, Kansas, McGill, NYU, OSU, Princeton, UNC, both USCs, UCLA, UC San Diego, UC Santa Barbara, Yale, ISA, and Peace Science, and too many people to name. Portions of the article draw on material from Resolve in International Politics by Joshua D. Kertzer. Copyright © 2016 by Princeton University Press. Reprinted by permission.
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Like the structural realists they sought to supplant, the rationalist approaches that have been prominent in mainstream IR over the past several decades tend to privilege structure over agency, based on a “methodological bet” that greater theoretical progress can be made in International Relations by focusing on environmental features rather than actor-level characteristics. Although this tendency has fostered many rich and remarkable contributions, it has also stymied our attempts to understand resolve, frequently reducing it to an actor’s cost of war, and thereby leading to a number of both empirical and conceptual conundrums. My claim is not just that we ignore important individual-level variation when we reduce resolve to a situational feature, but that if resolve is defined by resisting situationally induced pressures, it is not clear that studying resolve situationally is in fact studying resolve at all.

Building on behavioral research from elsewhere in the social sciences, I show how we can explain variation in resolve by pointing to variation in actors’ dispositional characteristics, which can open up the black box of “costliness” and explain why certain types of costs of war loom larger for certain types of actors. Importantly, I focus on two actor-level traits—time and risk preferences—that play important supporting roles in rationalist models of conflict. In this sense, consistent with Rathbun, Kertzer, and Paradis’s contribution in this issue, I show that behavioral approaches are by no means incompatible with rationalist frameworks, and that acknowledging the many ways actors differ from one another does not preclude the possibility of explaining behavior systematically. What is particularly valuable about behavioral approaches, however, is their emphasis on acknowledging systematic differences in how actors perceive the situations they face, rather than assuming agreement and taking perceptions for granted. Exploring resolve experimentally in the context of public opinion about military interventions, I show how more patient individuals display more resolve, and are less sensitive to casualties, while individuals with more extreme risk preferences tend to display more resolve, with more risk-averse individuals exhibiting greater sensitivity both to the human costs of fighting, and to the reputational costs of backing down. Explaining variation in resolve thus requires exploring variation across actors themselves, rather than just the environments they face.

The discussion that follows has four parts. I begin by defining resolve and reviewing the manner in which it has been used in IR, suggesting that many of the difficulties we have encountered in explaining resolve come from trying to shoehorn the concept into a situational straitjacket. Building from work in the “behavioral revolution” taking place throughout the social sciences, I argue that linking resolve to specific dispositional characteristics provides more satisfactory microfoundations, and present a series of hypotheses on the relationship between resolve, time, and risk. Third, I turn to experimental methods to test my theoretical framework in a public-opinion context, presenting the results from a novel two-stage laboratory experiment.

that models both the selection into and duration of support for military interventions, manipulating situational features of the military intervention while measuring dispositional variables using techniques developed by behavioral economists. I conclude by briefly discussing the ramifications of the findings, for both theories of resolve, and the behavioral revolution in IR more broadly.

Resolve in International Politics

Following the Oxford English Dictionary, I define resolve as “firmness or steadfastness of purpose,” maintaining a policy despite contrary inclinations or temptations to back down. In its emphasis on determined, sustained effort despite temptations to the contrary, resolve can therefore be considered synonymous with willpower, as well as related forms of self-regulation like self-control (the deliberate use of willpower to avoid undesirable actions), and the opposite of weakness of will and other such antonyms. Defining resolve in this manner has two advantages. First, it reflects the way we use these words in ordinary language. To describe an actor as “resolute” intuitively means the same thing as to argue the actor is persistent, motivated, committed, determined, and so on. Second, it allows the analysis that follows to be grounded in an interdisciplinary fashion. The past several decades have witnessed a Risorgimento of resolve across the social sciences. This growth has occurred in tandem despite each literature retaining its own nomenclature and applying the concept to different domains: political scientists restrict resolve to military contexts by defining the term as “willingness to fight,” while economists tend to define self-control purely in terms of consumption decisions, and sociologists focus on willpower in the realm of refraining from socially undesirable actions. Despite these differences, the underlying construct remains the same: a resolute actor is engaged in “an intensity of feeling”: a firmness or steadfastness of purpose, resisting temptations to the contrary. In this sense, resolve is a second-order phenomenon, in that it refers not to the substance or content of an actor’s desire—whether to fight, quit smoking, save money, or so on—but to the steadfastness, dogged persistence, or “stick-to-itiveness” with which it is being pursued.

Resolve thus defined is a frequent protagonist in IR theory, across levels of analysis. At the state or leader level, resolve looms large in multiple bodies of scholarship, ranging from deterrence theory with its emphasis on forming reputations for resolve, to the crisis bargaining literature more broadly, which argues that states embroiled in crisis negotiations are partaking in games of risk that are won not by strength, but by
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International security scholars also link states’ resolve to their military outcomes. In the shadow of the Vietnam War, for example, Rosen claimed that to understand which side wins the war, we need to pay attention to each party’s “willingness to suffer,” and Mueller pointed to the importance of the “breaking point” in determining who accepts defeat. Just as crisis bargaining theorists argue that war can be prevented if the parties recognize the true balance of motivation, scholars of war termination suggest that wars end once the combatants learn each other’s levels of resolve.

IR scholars are also interested in resolve at the level of the mass public, which is especially important for our purposes, given the empirical context I investigate. Although some rationalist theories suggest democracies are often able to avoid war because they are better at signaling their resolve, scholars of counterinsurgencies and asymmetric conflict frequently inquire whether democratic publics are too “soft” or cost intolerant to be resolute. Even if the public is not casualty phobic, “rally around the flag” effects end just as quickly as they begin, and support for conflict decays drastically over time. Similarly, when classical IR theorists spoke of “national morale” or the “national will” as sources of power, they were explicitly assuming that the resolve of the public mattered for issues of war and peace, as do contemporary commentators who lament, as Lyndon Johnson did, that America’s wars are won abroad but lost at home.

**Searching for Microfoundations**

References to resolve permeate the international security literature. Yet although resolve is central to our understanding of how international security works, there are at least two things we do not understand about resolve. First, as Sartori notes, the term has been used in a variety of different ways by different scholars so that conceptually it is often unclear what resolve actually is. IR scholars often suggest that states have three pieces of private information: capabilities, intentions, and resolve, yet resolve is frequently presented in a manner that renders it analytically indistinct from the other two. Some approaches lump in resolve with capabilities, as in classic IR theorists who wrote about “national morale” or “national will” as a component of power. Others reverse the causal arrow and see capabilities as a source
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of resolve, or use the terms indistinguishably. For others, resolve is used synonymously with aims or intentions. Indeed, uncertainty about an actor’s resolve is often framed as ambiguous or misperceived intentions: whether Berlin knew if St. Petersburg wanted war or not in 1914, the veracity of Saddam Hussein’s assumption that the United States would stand idly by during the 1990 Iraqi invasion of Kuwait, the US trying to convince Argentina that Great Britain’s threats of war in the Falklands Crisis were not bluffs, and so on.

The issue here goes beyond the usual slings and arrows of polysemy. Although some conceptual ambiguity is likely inevitable when employing a concept as ubiquitous as resolve, many of these quandaries also stem from the absence of microfoundations. Despite its prominent explanatory role in our theories, we do not have a clear sense of where resolve comes from, and what the individual-level “cogs and wheels” might be that act as mechanisms linking cause and effect. This absence of well-specified microfoundations is consequential because it tempts us to tautologically infer resolve from the same outcomes we use it to explain. Policy-makers are particularly prone to this—when the Islamic State regained control of Ramadi in May 2015 despite being outnumbered by Iraqi Security Forces, Secretary of Defense Ashton Carter attributed the Iraqi defeat to an absence of resolve, a diagnosis auspiciously absent — but similar maneuvers are made by political scientists as well. Studying resolve in this manner problematically turns the concept into a residual category used after the fact to explain outcomes we were unable to explain beforehand, making it difficult to subject our theories of resolve to rigorous empirical testing.

The mainstream IR literature on resolve—particularly in the rational choice tradition—has made two analytic moves that have exacerbated these conceptual quandaries, and made the search for microfoundations difficult. First, consistent with rationalism’s “methodological bet” that greater theoretical progress can be made in IR by focusing on structural features than actor-level heterogeneity, much of IR has studied resolve situationally, treating it primarily as a feature of the situation actors face, rather than characteristics of actors themselves. Similar to classic works in psychology that explored how people and pigeons alike respond predictably to external stimuli and reinforcements, much of the IR literature has defined resolve in terms of costs and benefits, especially in the crisis bargaining literature: an actor will be resolved in a crisis bargaining situation when the stakes are high relative to the costs, and irresolute when they are low, such that actors are systematically more resolute about some issues than about others.
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There are a variety of conceptual distinctions here: some approaches fully reduce the “balance of resolve” to the “balance of interests” and thereby treat an actor’s resolve as its cost of conflict, while others treat an actor’s costs as one of several determinants of resolve. Moreover, reducing resolve to cost-benefit calculations belies the question both of which costs of war matter—the human costs of fighting, the reputational costs of defeat and withdrawal, and so on—as well as whose costs matter, since the cost of war is typically unevenly distributed, borne more heavily by some constituencies than others. Although hardly a unified voice, then, what these situational theories all share is an automaticity through which costs translate into action: sufficiently raise the costs, and all actors will back down, irrespective of any internal factor that affects how they respond to these external stimuli.

Although succinct and tractable, purely situational theories of resolve ultimately make for dissatisfying microfoundations, since in treating resolve as a property of the environment rather than the actor, they deliberately bracket micro-level processes altogether. Indeed, as Hafner-Burton and colleagues point out, these approaches purposefully sidestep the question of actor-level heterogeneity, which is seen as being worthy of exploration only as a matter of last resort. In the case of resolve, this raises concerns about construct validity, since if we think of resolve as maintaining a policy despite contrary inclinations or temptations to back down, it implies that resolve involves resisting situationally induced pressures to retreat or reverse course; to reduce resolve to utility or a cost-benefit calculation purges it of its second-order quality. Moreover, when we talk about someone being resolved, we are usually referring to something that emanates from within rather than merely dictated from without—a property of the actor itself rather than a feature of the situation. Military thinkers like Napoleon and Foch contrasted resolve with material factors out of the assumption that resolve involves being unmoved by material disadvantages. Our lay theories of resolve, then, are dispositional in nature. As long as resolve is one of the first explanations we offer for our outcomes of interest, we cannot reluctantly turn to actor-level heterogeneity only as a matter of last resort.

Thus, a second body of work in IR has acknowledged a dispositional component to resolve, similar to research in social psychology treating willpower as a trait or individual difference. Sartori, for example, notes that although some deterrence theorists have viewed resolve solely as a function of the issues at stake in a particular crisis, others “maintain that it is an enduring, dispositional quality, that some states generally are more willing to fight than others.” Both formal and empirical IR scholarship note that actors vary in their sensitivity to costs, or “willingness to

Similarly, two of the dominant research traditions in the democracies in war literature—the “selection effects” work that argues that democracies are more likely to win their wars because they are more cautious about which wars are worth fighting, and the literature investigating whether the advantages of democracy in battle decline over time because democratic publics are too casualty-shy to sustain lengthy combat operations—both acknowledge the importance not just of costs, but of cost sensitivity. In much of the literature, the issue is not whether democracies have higher costs of war than autocracies, but how tolerant they are of the costs they do face.

Although cost sensitivity brings us closer to microfoundations than purely situational theories of resolve do, it still makes for a dissatisfying explanation for resolve in that it suffers from “the problem of interiority.” That is, it explains resolve as a result of actors being less sensitive to the cost of war. This merely pushes the causal story downwards, leaving unanswered the question of why some actors are more sensitive to the costs of war in the first place—akin to treating heterogeneity as an empirical nuisance to be controlled for with fixed effects, rather than something meriting theoretical investigation in its own right. Thus, the task I undertake here is to go beyond cost sensitivity and point to specific actor-level characteristics to investigate where cost sensitivity comes from.

**Time and Risk Preferences**

In this paper, I explore the roles of two actor-level characteristics: time preferences and risk preferences. The attraction of these actor-level traits is threefold. First, they are routinely discussed as predictors of resolve, willpower, or self-control in social psychology and behavioral economics. Following Rosenau, if theorizing is about asking “of what is this an instance?” then turning to these traits allows us to link research on resolve in IR with work on resolve more generally. Secondly, one of the central empirical challenges of the behavioral revolution is in specifying how actors perceive and construct the situations they face. Time and risk preferences are two variables that help address this challenge with situational theories of resolve by opening up the black box of “costliness” and predicting why certain types of actors are more or less sensitive to certain types of costs of war. This, I believe, is the major contribution that the “behavioral revolution” can make to International Relations. As Simon argued thirty years ago, theories of rational utility maximizing are only as useful as the auxiliary assumptions they rely on about where actors derive their utility from. Although situational theories of
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resolve appear concise and clear in their predictions, some of this clarity comes from a
sort of “iceberg parsimony,” where much of the theory’s mass is hidden under water,
and it is this subaquatic portion that is doing much of the work.35 It is one thing to say
that actors will be resolved when their payoff structures tell them to be, but it is
another to specify where these payoffs come from in the first place.

Finally, unlike some other candidates from elsewhere in the social sciences, time
and risk preferences are helpful building blocks because they are already familiar
quantities to political scientists and play important roles in rationalist models of
conflict. In this sense, if this special issue’s purpose is to demonstrate the value of
building more realistic assumptions about actors’ preferences, beliefs, and deci-
sion-making processes into our theories of world politics, one of my goals here is
to show that some of this infrastructure is currently lying dormant within our
extant theoretical models, and that the gulf between psychological and rational theor-
ies of world politics is thus not as wide as is often stated.36

Time Preferences

Although there has been growing interest in time horizons in IR, the term has been
used to refer to both the length of the time window in which leaders must act and
the notion of time preferences, a variable measuring the extent to which actors
value the future compared to the present.37

A theory of resolve based on time preferences is in many ways intuitive, since the
two factors are frequently conceptualized in relation to one another. We inherently
think of someone who is resolved as being “in it for the long haul,” and define a
lack of willpower as “excessive preference for the present,” or as a faculty that
allows us to pursue our ends over time.38 Similarly, one of the most popular ways
of modeling willpower or self-control problems in the behavioral sciences is
through “dual-self” models in which choice decisions are made as the result of a bar-
gaining process between a present- and a future-oriented self, buttressed by work in
neuroscience suggesting that immediate gratification and long-term considerations
activate different parts of the brain.39 For these reasons, I argue that longer time hori-
zons are associated with greater resolve. Suicide bombers, for example, are usually
deemed resolute precisely because they have long time horizons: carrying out an
attack requires sacrificing oneself in the present either to confer benefits on future
generations or to enjoy rewards promised in eternity.40

35. Simon 1985. This charge is similar to the constructivist critique of structural realism for basing its
explanatory power on implicit assumptions about the “distribution of interests.” Wendt 1999, chapter 3.
**H1:** Actors with longer time horizons (more patient time preferences) will display more resolve.

We can also think of time preferences in an interactionist framework since an actor’s time preferences affect its sensitivity to costs and benefits that occur in the future relative to those that occur in the present. Individuals typically face costs and benefits occurring at multiple points in time. Just as choosing between carrots or cheesecake, for example, requires managing tradeoffs between present and future costs and benefits (cheesecake provides immediate gratification but negative long-term consequences, while carrots typically provide fewer benefits in the short term but greater benefits in the long term), choosing between continuing to prosecute a war or to terminate it short of victory involves a similar set of temporally arranged tradeoffs. The nature of the intertemporal tradeoff varies across issues or domains but many military interventions are characterized by a temporal configuration in which the human costs of war are paid up front, whereas reputational benefits are incurred in the future. Indeed, as the literature on cooperation under anarchy suggests, the more actors discount the future, the less reputational costs matter.\(^41\) Thus, once actors with longer time horizons enter into a war, they should outlast those with shorter time horizons since they should be more willing to pay the short-term human costs of war in exchange for the longer-term benefits victory is posited to bring.

**H2:** Actors with longer time horizons (more patient time preferences) will be relatively less sensitive to casualties.

**Risk Preferences**

In IR, we frequently think of risk attitudes as a source of resolve and the most influential work on coercion in international politics calls coercive bargaining “competition in risk-taking.”\(^42\) Given the literature equating resolve with an actor’s level of “critical risk,” the greatest risk of disaster a state will tolerate to prevail in a crisis, one might expect resolve to increase with risk acceptance: the more tolerant actors are of risks, the more resolute they should be.\(^43\) Yet given the insights of the behavioral decision-making literature, there are two reasons one might be skeptical of this hypothesized relationship. First, although IR scholars tend to see risk-acceptant behavior as an indication of a high level of resolve, sociologists have typically understood risk-seeking behavior as an indication of a lack of self-control; if resolve is indeed related to willpower and self-control, this contradiction is some cause for concern.\(^44\) Second, and more importantly, whereas both rationalists and
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constructivists frequently rely on assumptions of common knowledge and intersubjectivity, one of the key insights of the behavioral revolution has been to emphasize the importance of modeling how actors perceive the situations they face, rather than assuming agreement and taking perceptions for granted. Similar to Knight’s distinction between risk and uncertainty, much of the political domain is not characterized by the kind of objective, measurable probabilities that would facilitate a clean mapping between risk attitudes and specific policy choices, without also taking actors’ risk perceptions into account. Many public debates, whether on climate change or counterterrorism, center not on whether we should accept risk or not, but rather, on contesting which choices count as risky in the first place.

This dynamic is especially likely with military interventions. IR scholars who have thought about risk have often done so in a dovish way, associating risk with fighting. This is consistent with the liberal way we as a discipline tend to think about war in general, whether in the form of realists focusing on exculpatory causes of war like the security dilemma, or rationalists representing war as a form of market failure. Yet, just as actors vary in their causal beliefs about threats, both fighting and backing down can be perceived as risky. Military interventions are typically characterized by ill-structured decision environments, with little intersubjective agreement about what the relevant probabilities are. As the civil war in Iraq dragged on in 2004, for example, neoconservatives argued that the reputational consequences of withdrawal made “cutting and running” riskier than pressing onward, whereas opponents of the war suggested that sinking into a quagmire was far riskier than a quick exit. If actors facing the same situation nonetheless have contradictory risk perceptions, the relationship between risk and resolve becomes more complex than our standard models assume.

We can formalize the relationship between an actor’s risk attitudes, risk perceptions, and resolve in military interventions in a simple stylized model:

\[ y = (b - f)\rho + \varepsilon \]

in which \( y \), resolve, is a function of the product of an individual’s risk preferences (\( \rho \), where positive values indicate greater degrees of risk aversion) and the difference between the perceived riskiness of fighting (\( f \)) versus backing down (\( b \)), across \( n \) individuals. For heuristic purposes, suppose four ideal types of actors, each of whom represents a different combination of risk perceptions: a dovish profile in which fighting is seen as risky and backing down is not (\( b = 0, f = 1 \)), a hawkish profile in which backing down is seen as risky and fighting is not (\( b = 1, f = 0 \)), an ambivalent profile in which both fighting and backing down are seen as risky (\( b = 1, f = 1 \)), and a neutral profile in which neither fighting nor backing down are seen as risky (\( b = 0, f = 0 \)).
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For doves, because pressing on in a quagmire is seen as risky, risk aversion will be associated with decreased resolve—the traditional way we understand risk preferences in IR. For hawks, because backing down in the face of reputational consequences is seen as risky, risk aversion will be associated with increased resolve—the opposite of the conventional understanding of risk in the IR literature. On average, then, the relationship between risk orientations and resolve in any given sample thus depends on two factors that are of particular theoretical interest. First is the distribution of risk perceptions, both in terms of $n_b/n$, the proportion of ambivalent and neutral types in the sample (increases in which attenuate the relationship between risk preferences and resolve), and $n_b=1, f=0$, the ratio of doves to hawks (which affects the slope of the effect). In general, given motivated reasoning and the difficulties people have in grappling with tradeoffs, it is plausible to assume that $\text{cor}(b, f) < 0$, such that believing that fighting is risky decreases the probability of perceiving backing down as risky. In this case, the proportion of ambivalent and neutral types in the sample will be relatively low and our chief interest in the distribution of risk preferences concerns the ratio of doves to hawks.

Second is $\text{cor}(b - f, \rho)$, the correlation between risk perceptions and risk preferences. If risk preferences and risk perceptions are uncorrelated (such that actors’ general comfort toward risk is independent of what they believe to be risky), on average we would expect risk preferences to have a linear relationship with resolve, the precise slope of which will depend on the ratio of doves to hawks. However, if risk preferences and risk perceptions are correlated in a given context, the ratio of doves to hawks will shift at different levels of risk aversion, producing a nonlinear relationship between risk preferences and resolve. If hawks in the sample are generally more risk averse than doves—consistent with conservative foreign policy preferences being linked to decreased tolerance of uncertainty and ambiguity, and lower levels of openness to experience—the relationship between risk and resolve will resemble a bell curve, with relatively risk-averse and relatively risk-acceptant actors displaying more resolve than participants with moderate levels of risk aversion; those with less extreme risk preferences will be more likely to cut and run.

**H3a: Risk aversion has a nonlinear relationship with resolve.**

Finally, one of the implications of thinking about these two countervailing sets of risk preferences is that risk aversion should moderate the impact of both the costs of
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fighting, and the costs of backing down, increasing sensitivity to both: in an experimental context, on average, the effects of casualty treatment $T_c$ should increase with risk aversion such that more risk-averse participants should be more sensitive to casualties ($y = (b - T_c f) \rho + \varepsilon, \frac{dy}{dT_c} = -f \rho$), while the effects of reputation cost treatment $T_r$ should decrease with risk aversion, such that more risk-averse participants should be more sensitive to reputation costs ($y = (T_r b - f) \rho + \varepsilon, \frac{dy}{dT_r} = b \rho$).

**H3b:** Risk aversion increases sensitivity to both the costs of fighting and the costs of backing down.

**Research Design and Materials**

I test these hypotheses experimentally in the context of public opinion about military interventions, one of the defining issues of the past decade, with questions about the sustainability of the US missions in Afghanistan and Iraq occupying a prominent position in most Western countries’ foreign policy agendas. I employ a public opinion experiment for four reasons. First, the question of the determinants of the public’s resolve—what classical IR scholars used to call “national will” or “national morale”—is of both theoretical and empirical importance in an era when lingering questions remain about publics’ willingness to shoulder military obligations overseas, and their tendency to succumb to Morgenthau’s concerns about the public’s “paralysis of will.” Second, studying resolve in a public opinion context allows us to harness the power of experimental methods, which are uniquely well suited to testing the individual-level microfoundations implicated in our theories, as work in this special issue on commitment problems, compliance with international law, responses to rising power, threat perception, and support for free trade makes clear. Third, experimental methods also offer important measurement advantages: resolve is notoriously difficult to study with observational data, in which it tends to be inferred tautologically from the outcomes we use it to explain. The power of experimental control allows us to escape this measurement challenge: we can hold dynamics of the international security environment constant and manipulate only the precise situational features of interest, while measuring dispositional characteristics using techniques borrowed from behavioral economists. Fourth, although I could use experimental methods to study the dispositional predictors of leaders’ resolve, there are limits to the inferences we can draw from experiments using
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non-elite samples to generalize to elite decision makers; restricting our focus to resolve in a public opinion context allows us to express greater confidence in the validity of the results. Uncovering evidence of individual-level microfoundations for resolve in members of the ordinary public is thus an important first step in testing a theory of resolve, and opens up the door to further investigations about leaders’ resolve, a question explored further in other work.54

To explore individual-level microfoundations for resolve, a laboratory experiment was conducted on 317 college students recruited from undergraduate political science classes at a large midwestern research university in December 2011.55 The study consists of three parts: a factorial experiment that manipulates the human and reputational costs of a hypothetical military intervention, a dispositional questionnaire that measures participants’ time and risk preferences, and a concluding questionnaire that includes a battery of additional individual difference measures and demographic characteristics. Participants randomly received either the dispositional questionnaire or the intervention scenario first, such that the entire study can be thought of as a 2 (ex ante human costs: low or high) x 2 (ex post human costs: low or high) x 2 (reputation costs: implicit or salient) x 2 (order manipulation: scenario 1st or 2nd) fully crossed factorial experimental design. The structure of the experiment is summarized in Figure 1.

The experiment employs a foreign policy intervention scenario that has two stages. In the first (pre-invasion) stage, participants are asked whether they support a hypothetical military intervention the president wants to carry out (modified from Hermann, Tetlock, and Visser) on behalf of a US ally under siege.56 The scenario manipulates the amount of force the White House expects the intervention to require (low, or high), as well as reputational costs: in the reputation condition, participants are reminded “of the consequences that failing to stand up to aggression will have on America’s reputation,” while in the control condition, reputational concerns are not discussed. Regardless of whether participants support intervening or not, they proceed to the second stage of the scenario, in which the United States has begun the intervention. In this post-invasion stage, I manipulate the rate of casualties the United States is experiencing (low or high), along with the same reputation manipulation described earlier. In this sense, the experiment manipulates the costs of war in three different ways, reflecting three different arguments from situational theories of resolve.57

To explicitly capture the intertemporal quality of resolve, I employ what Gartner calls a “panel experiment”: participants receive information about how the invasion

55. Participants—61 percent of whom identified as men, 77 percent as white/Caucasian, 7 percent as having served in the US Armed Forces, and 91 percent as having been born in the United States—ranged in age from seventeen to fifty-nine ($\mu$: 21.27). For a slightly different experiment on a nationally representative sample, see Kertzer 2016.
57. See Kertzer 2016.
has progressed in the past year (the nature of which depends on the participants’ experimental condition), and are asked whether the United States should withdraw its forces or not. If participants advocate withdrawal, the intervention scenario portion of the experiment ends; otherwise, the process repeats up to seven times. The dependent variable is thus how much resolve participants display, as measured by the number of periods participants supported the war, analyzed using a Cox model, a semi-parametric event history model used to study survival data.

To measure time preferences, I employ hypothetical choice tasks commonly used by both behavioral economists who focus on time preferences and social psychologists who study self-control. I employ “matching” tasks, where participants are presented with a hypothetical choice between receiving $1,000 today, or $X at some point in the future (e.g., a year from now), and asked how much $X would have to be for it to be preferred over the immediate payment. By employing two different matching questions that vary the delay (e.g., one year versus ten years), I have enough information to construct hyperbolic discounting curves for each participant, and can calculate both the value of $\beta$ (the participant’s present bias) and $\delta$ (the participant’s long-term discount factor), in the quasi-hyperbolic discounting function.

FIGURE 1. Laboratory experiment structure

To measure time preferences, I employ hypothetical choice tasks commonly used by both behavioral economists who focus on time preferences and social psychologists who study self-control. I employ “matching” tasks, where participants are presented with a hypothetical choice between receiving $1,000 today, or $X at some point in the future (e.g., a year from now), and asked how much $X would have to be for it to be preferred over the immediate payment. By employing two different matching questions that vary the delay (e.g., one year versus ten years), I have enough information to construct hyperbolic discounting curves for each participant, and can calculate both the value of $\beta$ (the participant’s present bias) and $\delta$ (the participant’s long-term discount factor), in the quasi-hyperbolic discounting function.

60. For example, Ameriks et al. 2007; Wang, Rieger, and Hens 2016.
\[ u(x_0, x_1 \ldots x_T) = u(x_0) + \sum_{i=1}^{T} \beta \delta t u(x_i), \]

to reflect the tendency for individuals to be more patient in the long run than in the more immediate future.

I solicit risk attitudes using a series of hypothetical lottery questions in which participants are asked how much they are willing to pay for a lottery ticket with a certain chance of receiving a particular prize.\(^61\) The questions manipulate the value of the prize (e.g., a 60% chance of winning $100, a 60% chance of winning $400) to produce an estimate of participants’ relative risk premium, a measure of risk aversion.\(^62\) Importantly, then, the study manipulates situational features of military interventions, but measures dispositional characteristics, using survey instruments validated in other disciplines to exploit natural variation in these traits across respondents. Although this prevents me from making causal claims about the characteristics, it relieves me of the burden of attempting to concoct treatments capable of rewiring participants’ dispositional makeup in precise ways.

Results

How Resolved Were the Participants?

As Figure 2 shows, there was considerable variation both in participants’ initial degree of support for the intervention, and how long until they advocated for withdrawal once the US intervened. Just over 30 percent (30.4) of respondents opposed the US getting involved in the first place, compared to the 69.6 percent who supported deploying troops, but as the intervention progressed, the balance of support dropped precipitously. By the second anniversary of the intervention, nearly half (46.4%) of the respondents wanted the US to leave. Thus, respondents displayed considerable variation in resolve: around a third (32%) of participants wanted the US to cut and run by the end of its first year, whereas a fifth (20.4%) of participants continued to support the mission even when the scenario ended in its seventh year. Since, in an event history set-up, those respondents who continued to support the mission even after the scenario ended would be “right-censored” observations, participants who persisted in supporting the mission at the end of seven years were given an open-ended question asking how many more years they would continue to support the intervention. Importantly, although 37.5 percent of the responses provided specific timelines (e.g., thirteen of the sixty-four respondents mentioned ten years as a suitable benchmark for withdrawal), the rest rejected the premise of the question, giving responses like “until the job is done,” or “as long as it takes.”

---

62. Risk premia are defined as the respondent’s willingness to pay for the lottery ticket, subtracted by the expected value of the lottery, divided by the expected value of the lottery.
Explaining Resolve

To explain this variation, I employ semiparametric Cox models, modeling the amount of resolve participants displayed as a function of experimental treatments manipulating the costs of war, participants’ dispositional characteristics, and a series of demographic controls. Figure 3 depicts the results graphically, plotting a series of hazard ratios for some of the main effects of interest.

Given the two-stage nature of the experimental design—in which we have measures both of participants’ desire to intervene ex ante and how long they support the mission ex post, we have the opportunity to measure resolve in a manner that closely corresponds to our second-order definition of the concept. Thus, rather than simply inferring resolve based on the length of time individuals supported the mission (deeming participants who want to immediately “cut and run” less resolute than those who want the United States to remain involved for a longer period of time), we can also look more specifically at the duration individuals who initially supported the mission continued to do so. After all, we know that resolve involves maintaining a policy despite temptations to back down, and the individuals who never supported the mission in the first place cannot be deemed irresolute for advocating for withdrawal. Thus, the black lines in Figure 3 present the coefficient estimates

Note: Initial attitudes towards the mission predict the duration of support ($\chi^2 = 103.67, p < 0.000$); darker colors indicate a greater number of participants.

FIGURE 2. Distribution of the dependent variable

63. Note that a survival model is necessary because of right-censoring in the data. See the online appendix for complete regression models.
for the full sample, while the gray lines depict the results for the subsample of 220 participants who initially advocated that the US intervene.

I begin by focusing on the results of the situational manipulations to establish a baseline from which to interpret the effects of time and risk preferences. As the black lines in Figure 3 suggest, casualties have a substantively large impact on participants’ resolve: when casualty levels are high, participants are 31.9 percent more likely to call for troops to be withdrawn at any given period of the intervention than when casualty levels are low. Anticipated costs have the opposite effect: when participants were warned in advance that the intervention would require a substantial use of force, the respondents were 18.3 percent less likely to withdraw at any given point in time than if they were promised that the intervention would require only a minimal amount of force. Cost sensitivity thus appears to partially stem from actors’ expectations: participants were more patient when the intervention had been framed in advance as requiring a substantial amount of force than when it required only a minimal use. Reputation costs also bolstered actors’ persistence:

FIGURE 3. Coefficient plot

Notes: Point estimates of percentage change in the hazard ratio incurred by each of the four experimental manipulations as well as 0-1 changes in participants’ δ and β parameters, with 90 and 95% confidence intervals. Negative values indicate a decreased probability of withdrawal, and thus, greater resolve.
participants reminded of the costs of backing down were 17.5 percent less likely to withdraw than those who received no such reminder, thereby showing that participants were attentive both to the cost of fighting and to the cost of backing down. These results are presented graphically in the dark black lines in Figure 3, which depict the hazard ratio with 90 and 95 percent confidence intervals for each of the situational manipulations; the greater the hazard of withdrawal, the less resolve participants display. Thus, the black lines in the coefficient plot show that the anticipated cost treatment and the reputation cost treatment bolster participants’ resolve, while the casualty treatment lowers it. Among participants who initially advocated intervening, both anticipated costs and casualties remain highly significant, with higher \textit{ex ante} costs associated with a 26.9 percent increase in resolve, and higher casualties associated with a 34.2 percent decrease in resolve. However, the impact of reputation costs is no longer statistically significant, and is associated with only an 11.2 percent increase in resolve, although the magnitude of the change between the two models is not itself statistically significant.

Having established the situational baseline, we can then turn to the effects of our dispositional variables. Participants with more patient time preferences as measured by their long-term discounting factor ($\delta$) displayed more resolve: an increase in $\delta$ from 0 to 1—corresponding with a change from completely discounting future costs to treating future costs as equivalent to present costs—decreases the likelihood of withdrawal by 63.9 percent. The more participants value the future, the more likely they are to persist rather than cut and run. Risk aversion displays a significant nonlinear effect: participants with a moderate degree of risk aversion ($\rho = 0.5$) are 95.1 percent more likely to withdraw than risk-neutral participants ($\rho = 0$), but past this point of risk aversion, participants actually become more resolute: a jump in risk aversion from $\rho = 0.5$ to $\rho = 1$ is associated with a 47.4 percent decrease in the likelihood of withdrawal, as illustrated by Figure 4. Importantly, AIC scores confirm that including these dispositional variables significantly improves model fit.

The model depicted by the gray lines in Figure 3 replicates these analyses but only for those subjects who initially advocated intervening. The effect of long-term discounting increases: a jump in $\delta$ from 0 to 1 decreases the likelihood of withdrawal at any given point in time by 74.9 percent. Similarly, $\beta$ moves towards statistical significance: an increase in $\beta$ from 0 to 1—which is substantively equivalent to participants becoming more patient because a quasi-hyperbolic discounting model is equivalent to an exponential discounting model when $\beta = 1$—is associated with a 29.5 percent decrease in the likelihood of withdrawal. In both cases, then, less myopic time preferences are associated with increased resolve. The impact of risk

64. The order manipulation, omitted here to save space, has no significant effect.

65. To test for nonlinearity without imposing a particular functional form, risk aversion was estimated with a penalized smoothing spline with the number of degrees of freedom determined by AIC scores; the resulting model appeared to be quadratic, and a series of likelihood ratio tests confirms that the spline fails to better fit the data than a simple quadratic ($\chi^2 = 0.518$, $p < 0.316$), and that the quadratic strongly outperforms a linear fit ($\chi^2 = 8.371$, $p < 0.004$).
aversion is much the same as in the full sample, a curvilinear effect in which participants with a moderate degree of risk aversion ($\rho = 0.5$) are 79.3 percent more likely to withdraw than those who are risk neutral, and the extremely risk averse ($\rho = 1$) are 53.3 percent less likely to withdraw than those with moderate risk aversion.

I therefore find support for the existence of dispositional determinants of resolve: both time preferences and risk attitudes have substantively important effects on the probability of individuals choosing to “cut and run” in the military intervention, and in coherent ways. The nonlinear impact of risk aversion is notable because political scientists often collapse risk perceptions and risk preferences together, and assume that risk attitudes display a more conventional linear effect. However, just as war has many costs, it also has many risks: both withdrawing and persisting may be perceived as risky choices and, given the presence of these countervailing risk perceptions, we end up with a nonlinear relationship between risk and resolve.

**Interactionist Analyses**

Thus far, the analyses have shown that participants’ time and risk preferences significantly predict how much resolve they display. The question becomes whether, as hypothesized, these dispositional characteristics also moderate the impact of situational features.

**Time preferences.** I hypothesized that time preferences would moderate the impact of the costs of war on actors’ resolve: since reputation costs are predominantly paid in
the future while casualties are principally paid in the present, I hypothesized that the more patient participants’ time preferences were—that is, the greater their long-term discounting (as measured by $\delta$) and lower their present bias (as measured by $\beta$), the less sensitive they would be to casualties. Participants’ $\delta$ parameters, although highly statistically significant as main effects in all of the dispositional models estimated in Tables 2 and 3 in the appendix, have no significant interaction effects with the situational manipulations. Long-term discounting and the costs of war thus appear to operate simultaneously, but in an additive rather than an interactive relationship.

In the dispositional analyses, $\beta$ parameters approached statistical significance in only the pro-intervention subsample, suggesting that present bias affects resolve among only participants who wanted to intervene in the first place. However, it displays significant interaction effects with the casualty manipulation in both the full sample ($p < 0.078$) and pro-intervention subsample ($p < 0.103$), and in the direction predicted by the hypotheses: the more impatient participants are, the more the casualty manipulation makes them want to cut and run, while we fail to find evidence that relatively patient participants are significantly affected by the casualty manipulation. This interaction effect is illustrated in Figure 5, which plots the combined coefficient of the treatment effect conditional on participants’ degree of present bias, with 90 percent confidence intervals, and the dashed vertical line indicating the point on the x-axis at which we can no longer distinguish the effect of the casualty treatment from 0. Notably, $\beta$ did not moderate the impact of the reputation cost manipulation in either the full or the pro-intervention subsample, suggesting that time preferences moderate the impact of the costs of fighting, but not the costs of backing down.

Risk preferences. The dispositional set of analyses showed that risk aversion was a highly significant predictor of participants’ resolve, and that it displayed a quadratic effect, with resolve lowest among participants with moderate levels of risk aversion:

FIGURE 5. Time preferences moderate the costs of fighting
as participants moved toward risk acceptance, they appeared to be more likely to want to wait things out, while as participants moved toward higher levels of risk aversion, they appeared to be more likely to want to maintain course. I suggested that this curvilinear effect stemmed from the fact that both standing ground and cutting and running can be perceived as risky, and that we would see this particular curvilinear effect if participants who were relatively risk averse were more likely to see backing down as risky than participants who were relatively risk acceptant. As Figure 6 shows, a series of interactions between risk aversion and the two main situational manipulations of interest—reputation costs and casualties—offers support for this expectation.

First, risk aversion has a statistically significant interaction with the reputation manipulation in both the full sample ($p < 0.09$) and the pro-intervention subsample ($p < 0.016$), illustrated in Figure 6(a). The more risk-averse participants are, the more persuaded they are by the reputation cost manipulation to stay the course. In contrast, we fail to reject the null hypothesis that the reputation cost treatment fails to affect resolve among those participants whose risk aversion scores are lower than $\rho = 0.85$, suggesting that as risk acceptance increases, so too does willingness to risk the reputational costs that arise from backing down in the face of aggression. Indeed, analyses on a manipulation check for perceived reputation costs find a highly significant relationship ($p < 0.01$). Risk-averse individuals are far more likely to view steep reputational costs for the US withdrawing, and the effect ($+0.56$ on a scale of $1-5$) is as large as that of party ID. A parallel interaction effect is evident with respect to casualties (although only in the pro-intervention subsample: $p < 0.045$). As Figure 6(b) shows, the more risk averse participants are, the more sensitive they are to the casualty manipulation, while we fail to find that casualties significantly
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Notes: Individuals who are relatively risk averse are more sensitive both to casualties and to reputation costs. The dark line indicates the point estimate of the combined coefficient for the conditional effect, while the shaded gray depicts 90% confidence bands calculated using draws from a multivariate normal.

**FIGURE 6.** Risk preferences moderate both the costs of fighting, and the costs of backing down.
lower resolve for participants whose risk aversion scores are lower than $\rho = 0.65$. Thus, for both manipulations, risk aversion’s moderating effect is associated with greater caution, but in opposite directions, reflecting the extent to which the casualty treatment pushes participants out of the intervention, while the reputation treatment pulls participants in.

**Conclusion**

Although resolve has become one of the most fundamental concepts in international security, it has frequently played the role of what Alfred Hitchcock called a “MacGuffin”: like the microfilms in *North by Northwest* or the briefcase in *Pulp Fiction*, it motivates much of the action, but its intrinsic properties are left unaddressed. I argued that we can gain better traction on resolve by lending it microfoundations, employing a novel laboratory experiment to show how time and risk preferences shape how much resolve actors display.

The experimental results provide three main sets of findings. First, although IR scholars have often treated resolve as a situational feature, throughout the results we see considerable individual-level variation: the costs of war matter—when the costs of fighting increase, or the reputational costs of backing down are rendered less salient, actors are less likely to stay the course—but our explanatory power and model fit significantly improve when we take into account characteristics of actors themselves. Actors who are relatively impatient and moderately risk averse are also more likely to be irresolute; impatient individuals are more sensitive to casualties than their patient counterparts, while risk-averse individuals are more sensitive to both casualties and reputational costs. Predicting when actors will be more or less resolved thus demands paying closer attention to actor-level attributes rather than just the environment they face.

From the perspective of IR theory, showing that dispositional characteristics matter is important because dispositional factors tend to be less directly observable than situational ones. Even if observers routinely get situational features wrong, it is nonetheless easier to know whether an actor is going to be facing high costs of war than to overcome the problem of other minds and access some interior attribute of decision makers or domestic constituencies. Thus, the greater the variation in resolve explained by actor-level characteristics, the less observable resolve is, and the less actors can rely on drawing inferences about resolve or making predictions about behavior based solely on the situations their rivals face.

If strategic actors take observable features into account when calculating and calibrating policy decisions, it follows that the more dispositional resolve is, then the more it should matter in crises because of our relative inability to take these factors into account *ex ante*. Rationalist treatments that reduce resolve to the “cost of war” therefore also reduce its potential explanatory power in the process. Relatedly, although the IR research on resolve has been largely disconnected from the growing body of research on willpower and self-control taking place outside
political science, the major role played by the same sorts of dispositional factors that behavioral scholars routinely study when addressing similar questions in their own work suggests that resolve is not domain specific, that “political will” may be more than just a figure of speech, and that social scientists interested in resolve stand to gain by crossing disciplinary borders.

These results also raise a number of methodological issues. First, to the best of my knowledge, this is the first experimental work in IR to model both the selection into, and duration of, military operations. Although the international security literature tells us that war initiation and duration are two parts of the same continuous process, the extant experimental literature studies each step in isolation, modeling either the initial decision to use force or the question of whether troops should be withdrawn from a mission that has already begun. Since the question of whether a mission is worth continuing is unlikely to be independent of the question of whether it was worth fighting in the first place, modeling both phases in one experimental design allows us to explicitly model this selection process that IR scholars frequently discuss but rarely get to directly observe. Second, the fact that the dispositional sources of resolve were measured in domains unrelated to that of the intervention scenario allows for greater confidence that the results are speaking to underlying dispositions, and in the case of risk preferences, sidesteps the problem of selecting a meaningful reference point from which to judge what counts as risk averse.

Third, probing microfoundations for resolve is helpful as a means of exploring the promise of the behavioral revolution in IR. Unlike approaches in IR that acknowledge heterogeneous actors only as a reluctant last resort, behavioral approaches emphasize the extent to which situational factors are indeterminate; dispositional differences matter not just because they reduce unexplained variance, but because they affect how actors perceive and define the situations they face. These findings thus echo those from others in this issue. Tingley, as well as Rathbun, Kertzer, and Paradis, show how actors in identical strategic situations respond to shifts in power differently; Bayram, as well as Herrmann, show the role that identity attachments play in structuring perceptions. What is interesting about the individual differences discussed here is how amenable they are to modeling. There is nothing inherent about rationalist approaches that preclude them from placing a different methodological bet and emphasizing dispositional features because both time and risk preferences play integral supporting roles in many rational choice theories of conflict. Largely for analytic reasons, however, much of the focus has been on actors’ payoff structures, so that the discipline has been able to use “the costs of war” as shorthand for an actor’s resolve. My findings, then, should be seen less as challenging game theoretic models of war, and more as reminding us that dispositional features merit as much attention in making predictions as situational ones.

66. For example, Boettcher and Cobb 2006; Herrmann, Tetlock, and Visser 1999.
69. Bayram; Herrmann; Rathbun, Kertzer, and Paradis; Tingley; this issue.
A number of outstanding questions remain, which similarly serve as stimulants for future behavioral work in IR. One concerns the origins of these dispositional differences. A large volume of social science research is beginning to turn to the role that formative experiences and environmental factors play in shaping individual differences like time and risk preferences, although because much of this work does not distinguish between risk preferences and risk perceptions, for example, translating its findings across domains is challenging. Another has to do with whether we see a similar degree of variation in these characteristics across elite decision makers as we do in ordinary citizens, although recent research casts considerable doubt on the idea that leaders are homogenous. Given that IR scholars have (for the most part) slipped the surly bonds of the unitary actor assumption, an especially interesting puzzle concerns the question of how individual-level dispositions aggregate in groups. Although an earlier tradition in economics assumed as a tenet of faith that “non standard” individual characteristics would automatically cancel each other out in groups, a later generation of work has moved beyond “invisible hand waving” and subjected the question to empirical testing. Aggregation effects seem to vary with the nature of the decision-making task. In some tasks, dispositional differences average out, and group behavior is shaped by the mean level of a trait, while in others, the most extreme level of a dispositional characteristic prevails: groups tend to display a greater degree of risk acceptance than the individuals that compose them, for example, and intergroup interactions tend to be more competitive than interindividual interactions. As a result of this multiplicity of mechanisms, the tendency to collapse the question into a singular form (“the aggregation problem”) is likely unhelpful, obscuring more than it reveals. Unraveling these dynamics is likely to be the behavioral revolution’s next frontier.
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