Inter-humanoid robot interaction with emphasis on detection: a comparison study
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Abstract

Robot Interaction has always been a challenge in collaborative robotics. In tasks comprising Inter-Robot Interaction, robot detection is very often needed. We explore humanoid robots detection because, humanoid robots can be useful in many scenarios, and everything from helping elderly people live in their own homes to responding to disasters. Cameras are chosen because they are reach and cheap sensors, and there are lots of mature two-dimensional (2D) and 3D computer vision libraries which facilitate Image analysis. To tackle humanoid robot detection effectively, we collected a data set of various humanoid robots with different sizes in different environments. Afterward, we tested the well-known cascade classifier in combination with several image descriptors like Histograms of Oriented Gradients (HOG), Local Binary Patterns (LBP), etc. on this data set. Among the feature sets, Haar-like has the highest accuracy, LBP the highest recall, and HOG the highest precision. Considering Inter-Robot Interaction, it is evident that false positives are less troublesome than false negatives, thus LBP is more useful than the others.

1 Introduction

During the past decades, a considerable amount of literature has been published on cooperative robotics (Cao et al., 1997). Multi-robot systems are becoming important as a result of the increasing number of industrial, service, and exploration robots in current use. Moreover, the use of multiple robots working in coordination to execute different types of tasks can bring several advantages over a single robot solution, such as simplicity in robot design, better performance, increased fault tolerance, spatially distributed sensing, and actuation. While many of these tasks can be executed by a single robot, multi-robot systems can do these tasks more efficiently, using simpler robots (Cao et al., 1997).

Thus, collaborative robot behaviors will be of an important aspect in scientific and industrial fields such as exploration in ground, space, and underwater, surveillance, assistance, manipulation, assembly of objects in industrial environments, and autonomous rescue operations. Additionally, individual robots need to interact and, in some cases, collaborate with other robots (Ruiz del Solar et al., 2010). Looking a bit further ahead, one can easily imagine personal robots going to shop for the family. The user might take the robot to the local mall, where the robot would get authenticated and accepted. The robot can obtain information on goods and their locations, fill the cart (checking the list prepared by smart appliances in the
house), wait in the queues etc.—while the owner makes time for more amusing activities (Chaimowicz et al., 2001).

In order to detect objects, we need to record their information by some sensors. Most often, these sensors are classified into active and passive ones. Active sensors provide their own energy for illumination. Active sensors’ possibility to measure distance and speed of the objects and the fact that they work well, in bad weather or poor illumination conditions is their main advantage (Discant et al., 2007). Besides the interference problems, other limitations of the active sensors are difficulties in interpreting the output signal returned by these sensors and the acquisition price. Take sonar as a well-known example of active sensors, it transmit sonar waves and detect objects’ distance and their speed together. But sonar malfunctions in bad weather conditions. The speed of sound waves varies according to environmental conditions like temperature and pressure.

On the other hand, passive detection can only work when the natural energy is available. Thermal infrared sensors can work in day or night as long as the amount of energy is large enough to be recorded by the sensor’s receiver. Visible spectrum camera and the infrared camera are the most two commonly used passive sensors. These sensors most often are called vision-based because they register images.

The infrared sensors have the ability to measure the temperature and because they are independent of the light source they can register the same or almost the same images, even it is day or night. Sensitivity of infrared sensors to weather conditions (rain, fog) remains an issue. Another issue of this type of sensors is that infrared image processing is a relatively new domain for obstacle detection (Discant et al., 2007).

Visible spectrum cameras generally do not emit any signals. Captured images by cameras are very rich in contents, easy to interpret, and able to provide depth information by using stereo images. Additionally, they are not expensive, and also because they are not active, they do not cause interference problems with the environment. These reasons might explain why the most attention in research for object detection was concentrated in this direction, and also why we use this type of sensor (Discant et al., 2007).

The rest of the document is organized as follows. In the next section, we discuss why robot detection is important. What the challenges of robot detection are, and why we chose the human (or humanoid) robots for our study (Gerndt et al., 2015; Baltes et al., 2016). In Section 3, it is explained that how we prepared our data set of humanoid robots, then some advantages and disadvantages of some of the off-the-shelf human detection methods are provided. In the following, we provided an answer that why we used these methods for humanoid robot detection. In Section 4, the experimental results are presented, and finally, we provide a summary of the work and directions for future work (Table 1).

<table>
<thead>
<tr>
<th>Sensors</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passive</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visible spectrum camera</td>
<td>Very rich in contents</td>
<td>Not well suited for darkness conditions</td>
</tr>
<tr>
<td></td>
<td>Easy to interpret</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low price</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No interference problems with the environment</td>
<td></td>
</tr>
<tr>
<td>Infrared camera</td>
<td>Ability to measure the temperature</td>
<td>Sensitive to weather conditions</td>
</tr>
<tr>
<td></td>
<td>Independent of the light source</td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sonar</td>
<td>Possibility to measure distance and speed of the target objects</td>
<td>Difficulties in interpreting the output signal returned by themselves</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Acquisition price</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sensitive to weather conditions</td>
</tr>
<tr>
<td>Laser</td>
<td>Having a high accuracy both in lateral and longitudinal direction</td>
<td>Acquisition price</td>
</tr>
<tr>
<td>Radar</td>
<td>Images can be acquired day or night</td>
<td>High price</td>
</tr>
<tr>
<td></td>
<td>Can operate in different environmental conditions without any strong limitations</td>
<td></td>
</tr>
</tbody>
</table>
2 Detection

2.1 Robot detection

We say that on one hand, robotic systems are getting more and more sophisticated, and the range of their use in a various environment is increasing, so in interaction with other robots, they have to track, recognize, and localize them. On the other hand, detection is the primary subsystem of high-level tasks like tracking, recognition, localization, etc. and the accuracy of these systems, typically, depends on the complexity of detection, so an accurate detection allows for a corresponding accuracy of the other (Moeslund and Granum, 2001). Thus, it is highly important to develop accurate and robust robot detection methods by which, enable robots to perform the aforementioned high-level tasks. Robot detection is not only useful in interaction (cooperation) but in observing, ignoring, or even competing with each other. Moreover, there is a complex variety of other types of interactions that will arise among different robots as well as between themselves and humans (Stone, 1998).

However, the development of such methods is a complex task because of the changing conditions of real-world scenarios (e.g. variable illumination and/or cluttered backgrounds), as well as the varying appearance of robots that depends on their relative position in relation to the camera, which is especially important in the case of humanoid and other legged robots. An additional challenge to be taken into account is the currently limited processing power of most robots, which imposes some restrictions on the methodologies that can be used to solve these problems (Ruiz del Solar et al., 2010). Even considering a single robot class from a single viewpoint (i.e. the same side of the robot is always facing the camera), detecting them remains a daunting unsolved problem (Schneiderman and Kanade, 2000; Viola and Jones, 2004; Dalal and Triggs, 2005; Zaier, 2012). Achieved good results for faces, cars, and pedestrians. The main issue of these researches is their high false positive rates, when a high recall is required (Coates and Ng, 2010).

As research progresses, there is increasing evidence that the developed prototypes of the robots of tomorrow tend to resemble humans and possess abilities of a human being, including a capacity to walk, speak, type, make decisions, help elderly people live in their own homes, and interact with the real and virtual worlds. Looking a bit further ahead, it is expected that humanoid robots will change the way we interact with machines, and will have the ability to blend perfectly into an environment already designed for humans (Zaier, 2012). In addition to the above mentioned reasons, seeing Defense Advanced Research Projects Agency (DARPA) investing in the research foundation for this field (Guizzo and Ackerman, 2012), motivated us to focus on developing automatic, fast, and accurate methods for humanoid robots detection, in different environments. To address this challenge, the authors present a multi view humanoid robot detection system based on several feature descriptors and classifiers. The successful application of the proposed methodology on our humanoid robot data set showcases its strengths.

2.2 Human detection

In order to be applicable in the real-world tasks, a humanoid robot detection system needs a robust combination of classifier and images descriptor which allows the humanoid robot to be discriminated from other objects with high hit rate and low false alarm. But developing such a system, is challenging due to the humanoid robot’s variable appearance and their wide range of poses. Thus, providing a suitable solution which detects humanoid robots efficiently, a careful study has to be done on classifiers, images descriptors, their advantages and disadvantages.

Although humanoid robot is not realistically human-like in appearance and is readily perceived as a robot by human interactants, however, it possess some human-like features, which are usually stylized, simplified or cartoon-like versions of the human equivalents, including some or all of the following: a head, facial features, eyes, ears, eyebrows, arms, hands and legs (https://interestingfactsforkids.wordpress.com/2014/11/16/humanoid-robots/, ed.; Alves et al., 2008). In addition to the above mentioned similarities between a humanoid robot and a human, lack of enough researches about humanoid robot detection drove us toward reviewing the image descriptor–classifier combinations used for human detection.
In case of image descriptors, working with image intensities makes feature calculation computationally expensive, unfortunately Haar-like features which are digital image features are based on image intensities. A Haar-like feature considers adjacent rectangular regions at a specific location in a detection window, sums up the pixel intensities in each region and calculates the difference between these sums. This difference is then used to categorize subsections of an image. A large number of Haar-like features are necessary to describe an object with sufficient accuracy. For human detection applications, both Histograms of Oriented Gradients (HOG) and Local Binary Patterns (LBP) features outperform the performance of Haar wavelet feature, which reflects the fact that the intensity pattern of human face is simple than that of human body (Gerndt et al., 2015).

Another feature set, which is popular for object detection, is Histograms of Oriented Gradients. In this feature set, the gradient information in local cells are collected into histograms using trilinear interpolation, and then overlapping blocks composed of neighboring cells are normalized. Interpolation, local normalization and histogram binning make the representation robust to changes in lighting conditions and small variations in pose (Ma et al., 2011). The HOG/scale-invariant feature transform representation (HOG/SIFT) has several advantages. It captures edge or gradient structure that is very characteristic of local shape, and it does so in a local representation with an easily controllable degree of invariance to local geometric and photometric transformations: translations or rotations make little difference if they are much smaller than the local spatial or orientation bin size (Walk et al., 2010).

Though, many experiments have showed that the HOG feature is effective in representation of pedestrian’s local shape information, it is still coarse. The HOG features describe the intensity distribution of a pixel or a local region. Because, in real applications, the background is generally complex, and produces some noise points which eventually, decreases the detection performance. The LBP feature can solve these problems well (Dalal and Triggs, 2005). Some examples of combining classifiers with images descriptors in order to detect human are brought in (Gan and Cheng, 2011). 16 state-of-the-art pedestrian detectors are evaluated. The goal was to choose a diverse set of detectors that were both representative of various lines of research and most promising in terms of originally reported performance (Table 2).

3 Our contribution

3.1 Data set

To train and test Haar-Cascade, HOG-cascade, and LBP-cascade combinations, we need to have a data set, containing lots of positive and negative images. Since we could not find a standard data set about humanoid robots, we gathered 100 images of humanoid robot. Because 100 images are not enough to train a classifier well, we randomly scaled or rotated each one these images and created 700 images. In all, 500 images are used for training and 200 are used for testing. All the samples which are created by opencv_createsamples are cropped to standard size of 40×80 pixels in our experiments. The negative images are randomly sampled from the 6000 negative images. Each of these positive examples includes at least one humanoid robot and varies in posture, illumination and background, etc. We evaluated combinations of cascade classifier with three types of feature sets: HOG, LBP, and Haar-like features. Obviously different settings will result in different output. It is worth mentioning that we utilized opencv_traincascade utility to train our cascade classifier. To use opencv_traincascade application, its command line arguments have to be set properly. Below, we discuss the most effective parameters, followed by a short discussion of the future works. Number of positive/negative images, number of stages, acceptance ratio break value, type of features, Haar-like feature parameters, sample width, and sample height are some of the arguments which have to be set carefully.

3.1.1 Number of positive/negative images

Number of positive/negative samples used in training for every classifier stage.
Table 2 An overview of pedestrian detectors (Gan and Cheng, 2011)

<table>
<thead>
<tr>
<th>Features</th>
<th>Learning</th>
<th>Detection Details</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gradient hist.</td>
<td>Gradients</td>
<td>Color</td>
</tr>
<tr>
<td>VI (Dollar et al., 2012)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Shapelet (Viola and Jones, 2004)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Poselnv (Sahzmezdani and Mori, 2007)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>LatSVM-V1 (Lin and Davis, 2008)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>FtrMine (Felzenszwalb et al., 2008)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HikSVM (Dollár et al., 2007)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HOG (Maji et al., 2008)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MultiFt (Dalal and Triggs, 2005)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HogLhp (Wejek and Schiele, 2008)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>LatSvm-V2 (Wang et al., 2009)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Pls (Felzenszwalb et al., 2010)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MultiFt + CSS (Schwartz et al., 2009)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>FeatSynth (Walk, et al., 2010)</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>FPDW (Bar-Hillel et al., 2010)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CHNFTRS (Dollár et al., 2010)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MultiFt + Motion (Dollár, et al., 2009)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

HIK = histogram intersection kernel; SVM = support vector machine; PLS = partial Least Squares; QDA = quadratic discriminant analysis; MS = multi scale; PM = pairwise max; PASCAL = programming language; TUD-MP = TUD-MotionPairs.
3.1.2 Number of stages
Number of cascade stages to be trained.

3.1.3 Acceptance ratio break value
This argument is used to determine how precise your model should keep learning and when to stop. A good guideline is to train not further than \(10^{-5}\), to ensure the model does not overtrain on your training data. By default, this value is set to \(-1\) to disable this feature.

3.1.4 Type of features
Type of features: Haar—Haar-like features, LBP.

3.1.5 Haar-like feature parameters
Selects the type of Haar features set used in training. BASIC uses only upright features, while ALL uses the full set of upright and 45° rotated feature set.

3.1.6 Sample width/height
Size of training samples (in pixels) must have exactly the same values as used during training samples creation (opencv_createsamples utility).

In this research, the above mentioned parameters are set as follows: number of positive images is set to 100, number of negative images is set to 500, number of stages is set to 12, and sample width/height is set to \(40 \times 80\).

Since the test ground-truth (GT) labels are not available, we split the data set into train and validation sets. Testing is performed in two modes. In the first mode, in order to calculate the recall rate, we tested the proposed solutions with 100 positive samples. In the second mode, we provided 100 negative samples, and calculated true negative and false positive rates of the solutions. As an example, Figures 1 and 2, respectively, illustrate output of the proposed solutions on two negative images and five positive images.

For each GT object, we find the best humanoid robot proposal. We say that a GT instance has been recalled if the best proposal exceeds 50% of the humanoid robot (Figure 3).

![Second generation Robonauts are collaborating](http://www.nasa.gov/images/content/421731main_jsc2009e155295.jpg)
Table 1 reveals that Haar-like feature set has the highest accuracy, LBP the highest recall, and HOG the highest precision. Considering inter-robot interaction, it is evident that false positives are less troublesome than false negatives, thus recall rate is more important than the other parameters. In order to improve the precision rate of LBP, we are going to combine it with HOG in the future works.

4 Conclusion

As we have shown, recall rate of LBP feature set coupled with a cascade classifier outperforms HOG and Haar. But, LBP suffers from low precision. However, the problem of high false positives which LBP suffers from, can be solved using background subtraction methods, and does not cause a serious problem.
In the future works, we are going to combine HOG and LBP feature sets in order to achieve higher recall and precision rate. Eventually, we hope to extend our work to more complex tasks such as humanoid robot tracking, identification, etc. We would also like to explore additional combination of feature sets and classifiers, and also make our data set diverse (Table 3).
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